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Abstract— Most of the software reliability (SR) models are applicable to a single piece of software. In this paper a Log based approach is proposed for more than one software applications. The proposed method is compared against the conventional models and proved to be one of the best in the qualitative analysis. The method also proclaims the use of modular information and uses in software reliability assessment.
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I. INTRODUCTION

Today, science and technology demand high-quality software for making improvements and breakthroughs [1]. Though a lot of SR models are proposed there is no single model which can be superior to all others [2]. Xie et al. proposed several simple Non Homogeneous Poisson Model (NHPP) models which have some useful graphical interpretations. One among these models is the log-power NHPP model. If the log-power model is suitable for a given data set, the plot of the observed cumulative number of failures and the running time will tend to be on a straight line on a log-log-log scale. The slope of the fitted line and its intercept on the vertical axis will give us the estimates of the parameters.

In this paper, we analyze the log based NHPP software reliability model. The method will show that from various points of view, log-power model provides with a simple statistical inference procedure and is able to fit different data sets. Also, the log-based model has a relatively high predictive ability. The log power model is thus an applicable model in software reliability modeling.

II. BACKGROUND

There are three classes of Software Reliability models; they are Exponential NHPP models, Non-exponential NHPP models and Bayesian models.

A Poisson probability distribution function takes the form \( f(t) = \lambda e^{-\lambda t} \). The mean time function is \( \mu(t) = \lambda \).

Homogeneous Poisson Process models assume a constant mean time function while Non-Homogeneous Poisson Process models assume a mean tie function to be non-linear.

A) EXPONENTIAL NHPP MODELS:

Models in this type are based on shooman’s model, musa’s basic model, Jelinski and Moranda’s model. Below is the probability distribution of these models

**Shooman’s model**
\[
f(t) = k \left[ \frac{E_0}{T} - e_c(x) \right]
\]

Where \( E_0 \) is the initial number of faults in the program that will leads to failures \( E_c \) is the number of faults in the program which have been found and corrected, \( K \) is constant of proportionality

**Musa’s basic model**
\[
\mu(t) = \beta(1 - e^{-\beta t})
\]

Where \( \beta \) is Negative of derivative of failure rate divided by failure rate

**Jelinski and Moranda’s Model**
\[
\mu(t) = N(1 - e^{-\phi t})
\]

**Scheneidewind’s models**
\[
\mu(t) = \frac{e^t}{\beta}(1 - e^{-\beta t})
\]

B) NON-EXPONENTIAL NHPP MODELS:

Duane’s Model
\[
\mu(t) = at^b
\]

Brook and mohey’s Poisson models
\[
P(x = n) = \frac{(N_i d_i)^x e^{-\phi t_i}}{n_i!}
\]

Yamada’s S-Model
\[
\mu(t) = N \sum_{i=1}^{k} p_i [1 - e^{-\beta_i t}]
\]

Musa and Okumoto model
\[
\mu(t) = \lambda_0 e^{-\phi t}
\]

C) BAYESIAN MODELS:
Little wood  \( \lambda_{\text{linear}}(t) = \frac{a-1}{\sqrt{\beta_2 + 2\beta_1 t(a-1)}} \) and
\[
\lambda_{\text{quadratic}}(t) = \frac{v_1}{t^{1/2} + v_2} \left( t + \left( t^2 + v_2 \right)^{1/2} \right)^{1/2} - \left( t - \left( t^2 + v_2 \right)^{1/2} \right)^{1/2}
\] (9)
The accuracy of the models in the same class is generally the same, as the general reliability function of them is same. Hence, it is enough to argue about the accuracy if at least one model in each class is considered.

III. PROPOSED METHODOLOGY

A) Log Based Approach:
This model assumes that cumulative number of failures is an NHPP with the mean value function
\[
m(t) = a\ln^b(1 + t) \text{ where } a, b > 0, t \geq 0
\] (10)

And it can be further decomposed as
\[
lnm(t) = lna + b lnln(1 + t)
\] (11)

Let \( x = \ln(1+t) \) then the mean value function becomes
\[
m(x) = ax^b, x > 0
\] (12)

This is the model proposed by Duane [3] and this widely applied in analyzing the data of repairable systems. The reason that the Duane model has not received much attention in software reliability is that the model usually overestimates the cumulative number of failures because its mean value function approaches infinity too fast. The log-power model which puts \( \ln(1+t) \) instead of \( t \) in the Duane model, seems to be a reasonable modification of the Duane model, since \( \ln(1+t) \) grows much slower than \( t \).

The mean value function of the Musa-Okumoto model [4] is
\[
m(t) = a\ln^b(1 + bt) \text{ where } a, b > 0
\] (13)
The model presented by Xie et al [6] has a slight modification of the musa model and the mean function is
\[
m(t) = a\ln(bt) \text{ where } a, b > 0 \& t > 1
\] (14)

Based on the equations 8 to 12 a general log based mean function applicable to more software application is proposed as
\[
m(t) = a\ln^c(1 + bt) \text{ where } a, b, c > 0
\] (15)
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\] (13)
The model presented by Xie et al [6] has a slight modification of the musa model and the mean function is
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<table>
<thead>
<tr>
<th>n</th>
<th>Log Based Musa</th>
<th>Log Based Duane</th>
<th>Log Based Goel [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.045</td>
<td>0.67</td>
<td>0.95</td>
</tr>
<tr>
<td>20</td>
<td>1.31</td>
<td>0.789</td>
<td>1.78</td>
</tr>
<tr>
<td>30</td>
<td>1.35</td>
<td>0.855</td>
<td>2.165</td>
</tr>
<tr>
<td>40</td>
<td>1.65</td>
<td>0.458</td>
<td>1.56</td>
</tr>
<tr>
<td>50</td>
<td>1.146</td>
<td>2.3</td>
<td>0.85</td>
</tr>
</tbody>
</table>
IV. CONCLUSIONS

Log based mean function is applied several data sets and compared against the well known models and the results are showing to be promising. The ML estimates of the parameters for the inter failure time data have very simple forms and no numerical techniques are needed for the calculation of the ML estimates. It has been observed that the log-power model has a strong prediction ability based on various criteria. The simple graphical interpretation and the easily calculated ML estimation indicate that this model seems to be useful and convenient for applications.
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