Abstract— In today’s world, Speech Recognition is very important and popular. Speech recognition is the process of converting spoken words into text. One of the problems faced in speech recognition is that the spoken word can be vastly altered by accents, dialects and mannerisms. In case of speech recognition the research followers are mainly using three different approaches namely Acoustic phonetic approach, Pattern recognition approach and Artificial intelligence approach. The objective of this review paper is to summarize and compare some of the well known methods used in various stages of speech recognition system and identify research topics.
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For reasons ranging from technological curiosity about the mechanisms for mechanical realization of human speech capabilities to desire to automate simple tasks which necessitates human machine interactions and research in automatic speech recognition by machines has attracted a great deal of attention for sixty years[10]. Based on major advances in statistical modeling of speech, automatic speech recognition systems today many applications in tasks that require human machine interface, like automatic call processing in telephone networks, and query based information systems that provides updated travel information, stock price quotations, weather reports, data entry, voice dictation, access to information: travel, banking, commands, avionics, automobile portal, speech transcription, handicapped people (blind people) supermarket, railway reservations etc. Speech recognition Technology was increasingly used within telephone networks to automate as well as to enhance the operator services. fig.1 shows a representation of speech recognition system which contain front end unit, model unit, language model unit, and search unit.

III. RELEVANT ISSUES OF ASR DESIGN

Main issues on which recognition accuracy depends have been presented in the table 1.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Type of noise; signal/noise ratio; working conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer</td>
<td>Microphone; telephone</td>
</tr>
<tr>
<td>Speakers</td>
<td>Speaker dependence/independence Sex, Age; physical and physical state</td>
</tr>
<tr>
<td>Speech Styles</td>
<td>Voice Tone (quiet, normal, shouted); Production (isolated words or continuous speech read or spontaneous speech)</td>
</tr>
<tr>
<td></td>
<td>Speech (Slow, Normal, Fast)</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>Characteristics of available training data; Specific or generic vocabulary;</td>
</tr>
</tbody>
</table>

IV. APPROACHES TO SPEECH RECOGNITION

Basically there exist three approaches to speech recognition. They are

- Acoustic Phonetic Approach
- Pattern Recognition Approach
- Artificial Intelligence Approach

Generally speech recognition process deal with speech variability and account for learning the relationship between specific utterance and the corresponding word or word [1]. There has been steady progress in the field of speech recognition over the recent year with two trends [2]. First is academic approach and second is the pragmatic, include the technology, which provides the simple low-level interaction with machine, replacing with buttons and switches. A second approach is useful now, while the former mainly make promises for the future. There are three approaches to speech recognition [3] [4] [5]. A. Acoustic-phonetic approach [6][7][8][9] B. Artificial Intelligence approach C. Pattern recognition approach.

1) Acoustic-Phonetic Approach : In this speech recognition algorithm, the system tries to decode the speech signal in a sequential manner based on the observed acoustic features of the speech waveform and the known relations between acoustic features and phonetic symbols. Figure 1 shows a block diagram of the acoustic-phonetic approach to speech recognition. The first step in the process is the parameter measurement process, which provides an appropriate spectral representation of the speech signal. The next step in the processing is the feature detection stage where the spectral measurements are converted to a set of features that describe the acoustic properties of the various phonetic units. Finally, the recogniser tries to determine the best matching word or sequence of words.

![Acoustic Phonetic Approach](image_url)
2) Pattern Recognition Approach:
In this approach, the speech patterns are used directly without explicit feature determination and segmentation. The method has two steps—namely, training of speech patterns, and recognition of patterns by way of pattern comparison. Figure 2 shows a block diagram of the pattern-recognition approach. In the parameter measurement phase, a sequence of measurements is made on the input signal to define the “test pattern”. The unknown test pattern is then compared with each sound reference pattern and a measure of similarity between the test pattern and reference pattern is computed. Finally the decision rule decides which reference pattern best matches the unknown test pattern based on the similarity scores from the pattern classification phase.

![Pattern Recognition Approach](image)

Fig 3. Pattern Recognition Approach to Speech Recognition

a) Template Based Approach:
Template based approach [15] to speech recognition have provided a family of techniques that have advanced the field. A collection of prototypical speech patterns are stored as reference patterns representing the dictionary of candidate’s words. Recognition is then carried out by matching an unknown spoken utterance with each of these reference templates and selecting the category of the best matching pattern. Each word must have its own full reference template; One key idea in template method is to derive a typical sequence of speech frames for a pattern (a word) via some averaging procedure, and to rely on the use of local spectral distance measures to compare patterns. Another key idea is to use some form of dynamic programming to temporarily align patterns to account for differences in speaking rates across talkers as well as across repetitions of the word by the same talker.

b) Stochastic Approach:
Stochastic modeling [11] entails the use of probabilistic models to deal with uncertain or incomplete information. In speech recognition, uncertainty and incompleteness arise from many sources; for example, confusable sounds, speaker variability, contextual effects, and homophones words. Thus, stochastic models are particularly suitable approach to speech recognition. The most popular stochastic approach today is hidden Markov modeling. A hidden Markov model is characterized by a finite state markov model and a set of output distributions. A template based model is simply a continuous density HMM, with identity covariance matrices and a slope constrained topology. Although templates can be trained on fewer instances, the lack the probabilistic formulation of full HMMs and typically underperforms HMMs. Compared to knowledge based approaches; HMMs [12] [13] [14] [15] [16] [17] enable easy integration of knowledge sources into a compiled architecture. A negative side effect of this is that HMMs do not provide much insight on the recognition process. As a result, it is often difficult to analyze the errors of an HMM system in an attempt to improve its performance. Nevertheless, prudent incorporation of knowledge has significantly improved HMM based systems.

3) Artificial Intelligence Approach (Knowledge Based Approach):
The Artificial Intelligence approach [11] is a hybrid of the acoustic phonetic approach and pattern recognition approach. Knowledge based approach uses the information regarding linguistic, phonetic and spectrogram. Knowledge based approach uses the information regarding linguistic, phonetic and spectrogram. Some speech researchers developed recognition system that used acoustic phonetic knowledge to develop classification rules for speech sounds. The basic idea is to compile and incorporate knowledge from a variety of knowledge sources with the problem at hand.

V. LITERATURE REVIEW

Related work
Most conventional speaker recognition systems use Gaussian mixture models (GMMs) to capture frame-level characteristics of a person’s voice, where the speech frames are assumed to be independent of one another. Because of this independence assumption, GMMs often fail to capture certain types of speaker-specific information that evolve over time scales of more than one frame. For example, since words usually span many frames, GMMs [46] tend to be poorly suited for modeling differences in word usage (idiolect) between speakers. In recent times, automatic speaker recognition research has expanded from utilizing only the acoustic content of speech to examining the use of higher levels of speech information, commonly referred to as “high-level features.” A promising direction in high-level feature research has been the use of n-gram based models to capture speaker specific patterns in the phonetic and lexical content of speech.
In Doddington performed an important initial study about using the lexical content of speech for speaker recognition, and introduced an n-gram based technique for modeling a speaker’s idiolect. This direction in research was continued by Andrews, Kohler, and Campbell among others, who used similar n-gram, based models to capture speaker pronunciation idiosyncrasies through analysis of automatically recognized phonetic events. This line of research is generally referred to as “Phonetic Speaker Recognition.” The research of Andrews et al. and Doddington showed word and phone n-gram based models to be quite promising for speaker recognition. There have been myriad attempts, especially since the Johns Hopkins 2002 Workshop to harness the power of all kinds of high-level features. The current “state-of-the-art” in phonetic speaker recognition uses relative frequencies of phone n-grams as features for training speaker models and for scoring test-target pairs [48]. Typically, these relative frequencies are computed from a simple 1-best phone decoding of the input speech. This line of phonetic speaker recognition research work has been extended in various ways by introducing different modeling strategies and different methods of utilizing the source information such as described in Navratil proposed a method involving binary-tree-structured statistical models for extending the phonetic context beyond that of standard n-gram (particularly bigrams) by exploiting statistical dependencies within a longer sequence window without exponentially increasing the model complexity, as is the case with n-grams. The described approach confirms the relevance of long phonetic context in phonetic speaker recognition and represents an intermediate stage between short phone context and word-level modeling without the need for any lexical knowledge. Binary-tree models represent a step towards flexible context structuring and extension in phonetic speaker recognition, consistently outperforming standard smoothed bigrams as well as trigrams. Klusacek, proposed a conditional pronunciation modeling method. It uses time-aligned streams of phones and phonemes to model a speaker’s specific pronunciation. The system uses phonemes drawn from a lexicon of pronunciations of words recognized by an automatic speech recognition system to generate the phoneme stream and an open-loop phone recognizer to generate a phone stream. The phoneme and phone streams are aligned at the frame level and conditional probabilities of a phone, given a phoneme, are estimated using co-occurrence counts. A likelihood detector is then applied to these probabilities for the speaker detection task. This approach achieves a relatively high accuracy in comparison with other phonetic methods in the Super SID project at the Johns Hopkins 2002 Workshop. Campbell performed phonetic speaker recognition with support vector machines (SVM) [51]. By computing frequencies of phones in conversations, speaker characterization was performed. A new kernel was introduced based on the standard method of log likelihood ratio scoring. The resulting SVM method reduced error rates dramatically over standard techniques. Hatch compared 1-best phone decoding vs. lattice phone decoding for the purposes of performing phonetic speaker recognition. The results indicate that lattice decoding provide a much richer sampling of phonetic patterns than 1-best decoding. All the state-of-the-art speaker recognition approaches try to model phonetic dependencies along the time scale, or in time dimension. In the following sections, we will present our contributions in the speaker recognition research. We introduce a speaker recognition approach that aims at modeling the statistical pronunciation patterns based on the information from two “orthogonal” dimensions: time dimension and cross-stream dimension. It will be shown that comparable or better results are achieved by the proposed approach.

VI. CONCLUSION & FUTURE WORK

There has been much progress in the field of automatic speech recognition since its humble beginnings in the 1950s. Current speech recognition systems are generally based on hidden Markov models as these models have lead to the best results in speech recognition systems thus far. Although HMMs have been very successful, there are a few limitations of the models. We are a long way from achieving perfect speech recognition and there is much research still to be done in the field of automatic speech recognition.
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