Enhance the Efficiency of Clustering by Minimizing the Processing Time using Hadoop MapReduce
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Abstract—Data is increasing day by day with the Development of Information Technology. Extracting the required information from huge amount of data is a complex and time consuming process. Clustering can be considered the most important unsupervised learning in data mining. K-means clustering is a traditional and popular cluster analysis method in data mining but it is not suitable for large volumes of unstructured data sets. Therefore this paper proposes k-means clustering with Hadoop Map-reducing technique. Hadoop MapReduce is a software framework for easily writing applications which process vast amounts of data in-parallel on large clusters. Experimental results found that for clustering large applications, k-means with Map-reducing approach significantly reduces the processing time when compared with traditional k-means without map reducing, i.e., processing time for a data sample without map-reducing technique is 50 minutes, whereas for the same data processing time with map-reducing technique is only 30 minutes.
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I. INTRODUCTION

Clustering is the task of assigning a set of objects into groups (called clusters) so that the objects in the same cluster are more similar (in some sense or another) to each other than to those in other clusters. The Principle of Clustering is Maximizing the Intra class Similarity and Minimizing the Inter class Similarity. The k-means clustering algorithm is known to be efficient in clustering large data sets. This clustering algorithm was developed by MacQueen, and is one of the simplest and the best known unsupervised learning algorithms that solve the well-known clustering problem. The K-Means algorithm aims to partition a set of objects, based on their features, into k clusters, where k is a predefined or user-defined constant. The main idea is to define k centroid, one for each cluster. The centroid of a cluster is formed in such a way that it is closely related (in terms of similarity function; similarity can be measured by using different methods such as cosine similarity, Euclidean distance, Extended Jaccard) to all objects in that cluster. The main Disadvantages of K-means clustering algorithm are Delivers low latency retrieval, Works on relatively small amounts of data. Therefore the traditional k-means is not suitable for large volumes of unstructured data.

Now a day’s every organization maintaining and analyzing large sets of data to discover patterns and other useful information. Big data analytics refers to the process of collecting, organizing and analyzing large sets of data. Big data analytics can help organizations to better understand the information contained within the data and will also help identify the data that is most important to the business and future business decisions. Big data analysts basically want the knowledge that comes from analyzing the data. The exponential growth of data presented challenges to cutting-edge businesses such as Google, Yahoo, Amazon, and Microsoft. They needed to go through terabytes and petabytes of data to figure out which websites were popular, what books were in demand, and what kinds of ads appealed to people. Existing tools were becoming inadequate to process such large data sets. Google was the first to publicize MapReduce [5] a system they had used to scale their data processing needs. Reasons for the growth of Big Data are Increase of storage capacities, Increase of processing power and Availability of data.

Big data can be analyzed with the software tools commonly used as part of advanced analytics disciplines such as predictive analytics, data mining, text analytics and statistical analysis. The semi-structured and unstructured data may not fit well in traditional data warehouses based on relational databases. Furthermore, data warehouses may not be able to handle the processing demands posed by sets of big data that need to be updated frequently or even continually -- for example, real-time data on the performance of mobile applications or of oil and gas pipelines. As a result, many organizations looking to collect, process and analyze big data have turned to a newer class of technologies that includes Hadoop and related tools such as YARN, Map-Reduce, Spark, Hive and Pig as well as NoSQL databases. Those technologies form the core of an open source software framework that supports the processing of large and diverse data sets across clustered systems.

Hadoop is a platform that provides both distributed storage and computational capabilities. It is an open source software project that enables the distributed processing of large data sets across clusters of commodity servers. It is...
designed to scale up from a single server to thousands of machines, with a very high degree of fault tolerance. Hadoop is a distributed master-slave architecture that consists of Hadoop distributed file system (HDFS) [3],[5] for storage and Map-Reduce for computational capabilities. Rather than relying on high-end hardware, the resiliency of these clusters comes from the software’s ability to detect and handle failures at the application layer. In a “normal” relational database, data is found and analyzed using queries, based on the industry-standard Structured Query Language (SQL). Non-relational databases use queries, too; they’re just not constrained to use only SQL, but can use other query languages to pull information out of data stores. Hadoop is more of a data warehousing system - so it needs a system like Map-Reduce to actually process the data. Hadoop can handle all types of data from disparate systems: structured, unstructured, log files, pictures, audio files, communications records, email. Even when different types of data have been stored in unrelated systems, you can dump it all into your Hadoop cluster with no prior need for a schema. In other words, you don’t need to know how you intend to query your data before you store it.

II. LITERATURE REVIEW

Following are the early implementations of k-means along with the MapReduce framework in order to implement the algorithm in parallel manner: Weizhong Zha et.al [1], proposed a fast parallel k -means clustering algorithm based on MapReduce, which has been widely embraced by both academia and industry. They use speedup, scaleup and sizeup to evaluate the performances of proposed algorithm. P. ZHOU et.al[2]. design and realize a parallel K- Means algorithm based on MapReduce framework with Large-Scale Data Sets. They use Vector space model ,It is the most widely used in information retrieval. This model uses feature entries and their weights to express the document information. In VSM method DFR and TFIDF are calculated. Sandip A. Ganage et.al [3].presented the acceleration of a widely used data clustering algorithm using Hadoop & MapReduce framework, in the context of heterogeneous computing devices like CPUs and GPUs and implemented k-means using OpenCL heterogeneous computing platform with the help of Hadoop-MapReduce framework. OpenCL is a heterogeneous computing platform and one of the widely used for GPU Computing. Xianfeng Yang et.al [4]. Achieved Speedup Comparison of the CLARA1,CLARA2,PAM, and Newman Algorithms with the help of Hadoop MapReduce Technique. Kamble Ashwini et.al [5].Presented a paper on Improve the Performance of Mapreduce on hadoop. They analyzing the process of Map tasks in Hadoop ,the serial execution of data transmission and data processing is discovered. TamerElsayed et.al [6]. presented a MapReduce algorithm for computing pairwise document similarity in large document collections.They implemented the symmetric variant of Okapi- BM25 as the similarity function and used the AQUAINT-2 collection of newswire text, JianWan et.al [7].Design and Implemented of Distributed Document Clustering Based on MapReduce. They Calculated tfidf and implementation of K-Means for Document Clustering. ZHAO Weizhong [8].Researchs on Parallel K-means Algorithm Design Based on Hadoop Platform. Previous implementations of K-Means algorithm by using hadoop mapreduce with small amount of data like 50mb (50000 documents). This paper proposed a new method which divides the original algorithm into two different functions „Map” and “Reduce” which are executed separately one after another. Large amount of data (450MB i.e 150000 documents) can be given to the K-Means as input to Processing in less time. However such input requires a framework to handle the input, like a File system. This paper proposes an idea of using a distributed file system which handles the input and output data very efficiently.

III. HADOOP MAPREDUCE

With the rapid development of the Information Technology, huge volumes of data need to be processed in a short time. Clustering is the process of organizing objects into groups whose members are similar in some way. K-means clustering is a traditional and popular cluster analysis method in data mining. However traditional data mining Algorithms face many challenges while dealing with high dimensional data. To overcome these problems this we proposes an efficient and advanced clustering algorithm called parallel k-means clustering by using Hadoop MapReduce [3],[7]. Hadoop MapReduce is a software framework for easily writing applications which process vast amounts of data (multi-terabyte data-sets) in-parallel on large clusters (thousands of nodes) of commodity hardware in a reliable, fault-tolerant manner.
A MapReduce job usually splits the input data-set into independent chunks which are processed by the map tasks in a completely parallel manner. The framework sorts the outputs of the maps, which are then input to the reduce tasks. Typically both the input and the output of the job are stored in a file-system. The framework takes care of scheduling tasks, monitoring them and re-executes the failed tasks. The MapReduce framework [6] operates exclusively on <key, value> pairs, that is, the framework views the input to the job as a set of <key, value> pairs and produces a set of <key, value> pairs as the output.

IV. METHODOLOGY

Before performing clustering on hadoop mapreduce, document pre-processing is needed i.e divide a input data set into subsets. In this process we should Calculate TF-IDF. It's stands for term frequency-inverse document frequency, is a numerical statistics which reflects how important a word is to a document in a collection or corpus, it is the most common weighting method used to describe documents in the Vector Space Model, particularly on IR problems. The number of times a term occurs in a document is called its term frequency. We can calculate the term frequency for a word as the ratio of number of times the word occurs in the document to the total number of words in the document. The inverse document frequency is a measure of whether the term is common or rare across all documents. The map function calculated the distance between each document and each cluster centre after that reads the input data and calculates the distance to each center. For every document, map function produces an output pair with: <key(cluster id) ,value (coordinates of documents)>. We can use a combine function to reduce the size before sending it to Reduce. The Combine function calculates the average of the coordinates for each cluster id, along with the number of documents. All data of the same current cluster are sent to a single reducer. The reduce function, compute new cluster center coordinates. Its output is written to the cluster file, and contains: iteration number, cluster id, number of documents assigned to the cluster. finally the new cluster coordinates are compared to the original ones. If the criterion function converges, the program end, and we have found the clusters.

Input Data Set for This Project is NSF (National Science Foundation) Data. The data set consists of 1,50000 abstracts (Text Documents) describing NSF awards for basic research, bag-of-word data files extracted from the abstracts, and a list of words used for indexing the bag-of-word data. The bag-of-word data consists of 2-column and 3-column files. The bag-of-word data was produced by automatically processing the abstracts with a text analyzer called NSFABST, built using Visual Text. While most fields of the output are very accurate, the authors were not extracted from the Investigator: field with 100% accuracy, due to wide variability in that field.

V. RESULTS

This Project improves the efficiency of clustering with respect to time and scaleup. Scaleup evaluates the ability of the algorithm to grow both the system and the dataset size. The data used in this experiment is taken from text classification corpus of NSF. The corpus is the text documents on different awarded topics. We choose a number of documents to cluster and verify the effectiveness and feasibility of the algorithm. The objective of this paper is to reduce the execution time by using K-Means map-reduce algorithm on hadoop with single node cluster. In this paper the results have been presented by analyzing different sizes of data with and without mapreduce techniques. The screen shots of the map-reduce execution process is shown in Fig 4.
The MapReduce framework operates exclusively on <key, value> pairs, that is, the framework views the input to the job as a set of <key, value> pairs and produces a set of <key, value> pairs as the output. The screen shot of cluster output on Hadoop browser (HDFS) is shown in Fig 5.

Time taken for Map-Reduce Execution Process for iteration1 is CPU Time spent 178010 ms for Iteration 2 CPU time spent 774940ms and for Iteration 3 CPU time spent 792150ms. finally total CPU time spent for K-means map-reduce is 1745 seconds i.e 29.08 minutes nearly 30 minutes. Map-reducing approach significantly reduces the processing time for large data sets when comparing with traditional k-means without map reducing i.e, processing time for 450 MB data without map-reducing technique is 50 minutes, whereas for the same data processing time with map-reducing technique is only 30 minutes. Experimental results are shown in figure 6.
VI. CONCLUSION

Information retrieval techniques are widely popular in most of the search engines to efficiently organize and retrieve information systems. Most of the data in internet is in the format of unstructured and semi structured. Currently clustering techniques are used to organize and group the similar data objects to retrieve search results faster. TF-IDF is used for k-means algorithm with supportive similarity measure. As the data is enormously increasing day by day, elastic resources are required to store and compute. Hadoop framework supports to store and compute big data in parallel and distributed platform with the help of HDFS and Map reduce. This project exhibits k-means map reducing approach for clustering text documents. The results obtained by executing map reduce k-means algorithm on single node cluster shows that the performance of the algorithm increases as the text corpus increases. Map-reducing approach significantly reduces the processing time for large data sets when comparing with traditional k-means without map reducing i.e, processing time for 450 MB data without map-reducing technique is 50 minutes, whereas for the same data processing time with map-reducing technique is only 30 minutes.
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