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Abstract— Speech processing is emerged as one of the important application area of digital signal processing. Various fields for 

research in speech processing are speech recognition, speaker recognition, speech synthesis, speech coding etc. Speaker recognition 

has been an interesting research field for the last many decades, which still have a number of unsolved problems. The objective of 

automatic speaker recognition is to extract, characterize and recognize the information about speaker identity. A direct analysis and 

synthesizing the complex voice signal is due to too much information contained in the signal. Therefore the digital signal processes 

such as Feature Extraction and Feature Matching are introduced to represent the voice signal. Several methods such as Liner 

Predictive Coding (LPC), Hidden Markov Model (HMM), Artificial Neural Network (ANN) etc are evaluated with a view to identify a 

straight forward and effective method for speech signal. In this paper, the Mel Frequency Cepstrum Coefficient (MFCC) technique is 

been explained for designing a speaker recognition system. Some modifications to the existing technique of MFCC for feature 

extraction are suggested. The purpose of modification in the MFCC based technique generally being used was to improve its 

performance for making it more robust, accurate and making it faster and computationally efficient. So, that the technique can be 

considered for real time applications. 
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I. INTRODUCTION 

The speech signal has enormous capacity of carrying 

information. Speaker recognition, such as speaker 

identification and speaker verification is based on the fact that 

one‘s speech reflects his/her unique characteristics. Speech 

signal can be seen as a non-evasive biometric that can be 

collected with or without the persons knowledge or even 

transmitted over long distances via telephone. Unlike other 

forms of identification, such as passwords or keys, a person's 

voice cannot be stolen, forgotten or lost. Speaker recognition 

allows for a secure method of authenticating speakers. 

While many other biometric systems like fingerprint 

recognition, retinal scans, face recognition etc. are more 

reliable means of identification and are now a days used in 

various security and access control system. In future, it is 

hoped that speaker recognition will make it possible to use the 

speaker's voice to verify their identity and control access to 

services such as voice dialing, banking by telephone, 

telephone shopping, database access services, information 

services, voice mail, security control for confidential 

information areas, and remote access to computers.  

 

 

Research and development on speaker recognition methods 

and techniques has been undertaken for well over six decades 

and still it continues to be an active area. During this period of 

six decades various feature extraction and feature matching 

methods are introduced to represent the voice signal. The 

method for modeling the human auditory perception system, 

Mel Frequency Cepstral Coefficients (MFCCs) is discussed in 

this paper as feature extraction technique. Also in this paper 

various modifications in MFCC technique are discussed so as 

to improve the performance of speaker recognition system. 

II. WORK ALREADY DONE IN THE FIELD 

Although in last six decades many techniques have been 

developed, many challenges have yet to be overcome before 

we can achieve the ultimate goal of creating machines that can 

communicate naturally with people. For reasons ranging from 

technological curiosity about the mechanisms for mechanical 

realization of human speech capabilities to the desire to 

automate simple tasks which necessitate human-machine 

interactions, research in automatic speech and speaker 
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recognition by machines has attracted a great deal of attention 

for six decades. 

In the 1950‘s, Bell Labs created a recognition system 

capable of identifying the spoken digits 0 through 9 was 

conducted by Biddulph and Balashek, while later systems 

were able to recognize vowels. Major attempts for automatic 

speaker recognition were made in the 1960s, one decade later 

than that for automatic speech recognition. Pruzansky at Bell 

Labs was among the first to initiate research by using filter 

banks and correlating two digital spectrograms for a similarity 

measure. Pruzansky and Mathews improved upon this 

technique and further developed it by using linear 

discriminators.  

Growth of speaker recognition system during the last six 

decades is as follows: 

 

1950’s –1960’s   

1. Use of Spectral Resonance.   

2. Use of filter bank and logic circuits. 

3.  Speaker recognition system were Limited in extent. 

4. Replacement of filter banks by formant analysis. 

 

1970’s 

1. Isolated word and discrete utterance recognition. 

2. Pattern recognition idea. 

3. LPC Spectral parameters. 

4. Large vocabulary but simple queries. 

5. First speech recognition commercial company called 

Threshold Technology, Inc. and developed the first 

real ASR product called the VIP-100 System 

 

1980’s 

1. Recognition spoken strings. 

2. Various matching algorithms were developed.  

3. HMM, Polynomial coefficients. 

4. Artificial neural networks (ANN) approach was 

developed. 

5. Development of software tools that enabled many 

individual research programs all over the world. 

 

1990’s 

1. Error minimization concept. 

2. Description training and kernel-based methods. 

3. Maximum Mutual Information (MMI) training. 

4. Wide application: Telephone system. 

 

2000’s 

1. Speech-to-Text (Automatic Transcription 

technology). 

2. Spontaneous speech recognition. 

3. Various other techniques were developed and 

improvements over some earlier techniques were 

proposed. 

III. SPEAKER RECOGNITION SYSTEM 

At the highest level, all speaker recognition systems contain 

two main modules: feature extraction and feature matching.  

 Feature extraction is the process that extracts a small 

amount of data from the voice signal that can later be 

used to represent each speaker.  

 Feature matching involves the actual procedure to 

identify the unknown speaker by comparing 

extracted features from his/her voice input with the 

ones from a set of known speakers.  

All speaker recognition systems have to serve two 

distinguishes phases. The first one is referred to the 

enrollment sessions or training phase while the second one is 

referred to as the operation sessions or testing phase. 

  

 In the training phase, each registered speaker has to 

provide samples of their speech so that the system 

can build or train a reference model for that speaker. 

In case of speaker verification systems, in addition, a 

speaker-specific threshold is also computed from the 

training samples.  

 

 During the testing (operational) phase, similar feature 

vectors are extracted from the test utterance, and the 

degree of their match with the reference is obtained 

using some matching technique. The level of match 

is used to arrive at the decision. 

A. Feature Extraction (MFCC) 

 

The purpose of this module is to convert the speech 

waveform to some type of parametric representation for 

further analysis and processing. The speech signal is called 

quasi-stationary because it is a slowly timed varying signal. 

When examined over a sufficiently short period of time 

(Between 10 and 50 ms), its characteristics are fairly 

stationary. However, over long periods of time (On the order 

of 1/4 seconds or more) the signal characteristic change to 

reflect the different speech sounds being spoken. Therefore, 

short-time spectral analysis is the most common way to 

characterize the speech signal. A wide range of possibilities 

exist for parametrically representing the speech signal for the 

speaker recognition task, such as Linear Prediction Coding 

(LPC), Mel-Frequency Cepstrum Coefficients (MFCC), and 

others. MFCC will be discussed in this paper, because MFCC 

is perhaps the best known and most popular and also, it shows 

high accuracy results for clean speech and also experiments 

show that the parameterization of the Mel frequency cepstral 

coefficients is best for discriminating speakers and is different 

from the one usually used for speech recognition applications.  

MFCC is based on human hearing perceptions which 

cannot perceive frequencies over 1KHz. In other words, 

MFCC is based on known variation of the human ear‘s critical 

bandwidth with frequency. MFCC has two types of filter 

which are spaced linearly at low frequency below 1000 Hz 

and logarithmic spacing above 1000Hz. A subjective pitch is 

present on Mel Frequency Scale to capture important 

characteristic of phonetic in speech. A block diagram of the 

structure of an MFCC processor is given in Figure below.  
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Fig. 1  MFCC Block Diagram 
 

1) Pre-Emphasis:  To enhance the accuracy and efficiency 

of the extraction processes, speech signals are normally pre-

processed before features are extracted. Speech signal pre-

processing includes digital filtering and speech signal 

detection. Filtering includes pre-emphasis filter and filtering 

out any surrounding noise using several algorithms of digital 

filtering. Pre-emphasis refers to a system process designed to 

increase, within a band of frequencies, the magnitude of some 

(usually higher) frequencies with respect to the magnitude of 

the others(usually lower) frequencies in order to improve the 

overall SNR. Hence, this step processes the passing of signal 

through a filter which emphasizes higher frequencies. This 

process will increase the energy of signal at higher frequency. 

 

2) Framing: In this step the continuous speech signal is 

blocked into frames of N samples, with adjacent frames being 

separated by M (M < N). The first frame consists of the first N 

samples, The second frame begins M samples after the first 

frame, and overlaps it by N - M samples. Similarly, the third 

frame begins 2M samples after the first frame (or M samples 

after the second frame) and overlaps it by N - 2M samples. 

This process continues until all the speech is accounted for 

within one or more frames.. The reason for this overlapping is 

that on each individual frame we will also be applying a 

hamming window which will get rid of some of the 

information at the beginning and end of each frame. 

Overlapping will then reincorporate this information back into 

our extracted features Typical values for N and M are N = 256 

(which is equivalent to ~ 30 msec windowing) and M = 100.  

   3) Windowing: Windowing is performed to avoid 

unnatural discontinuities in the speech segment and distortion 

in the underlying spectrum. The multiplication of the speech 

wave by the window function has two effects:-  

a. It gradually attenuates the amplitude at both ends of 

extraction interval to prevent an abrupt change at the 

endpoints.                                                                                                

b. It produces the convolution for the Fourier transform 

of the window function and the speech spectrum. 

The choice of the window depends on several factors. In 

speaker recognition, the most commonly used window shape 

is the hamming window. 

The hamming window is defined as:-  

 

The use for hamming windows is due to the fact that mfcc 

will be used which involves the frequency domain so 

windows will decrease the possibility of high frequency 

components in each frame due to such abrupt slicing of the 

signal. 

4) Fourier Transform: The next processing step is the 

Fourier Transform, which converts each frame of N samples 

from the time domain into the frequency domain. We usually 

perform FT to obtain the magnitude frequency response of 

each frame. When we perform DFT on a frame, we assume 

that the signal within a frame is periodic, and continuous 

when wrapping around. If this is not the case, we can still 

perform FT but the discontinuity at the frame's first and last 

points is likely to introduce undesirable effects in the 

frequency response. To deal with this problem, we have two 

strategies:  

a. Multiply each frame by a Hamming window to 

increase its continuity at the first and last points.  

b. Take a frame of a variable size such that it always 

contains an integer multiple number of the fundamental 

periods of the speech signal.  

The second strategy encounters difficulty in practice since 

the identification of the fundamental period is not a trivial 

problem. Moreover, unvoiced sounds do not have a 

fundamental period at all. Consequently, we usually adopt the 

first strategy to multiply the frame by a Hamming window 

before performing FT. 

5) Mel-Frequency Wrapping: Human perception of the 

frequency contents of sounds for speech signals does not 

follow a linear scale. For each tone with an actual Frequency, 

f, measured in Hz, a subjective pitch is measured on the ‗Mel‘ 

scale. The mel-frequency scale is a linear frequency spacing 

below 1000Hz and a logarithmic spacing above 1000Hz.The 

formula to compute the mels for a given frequency f in Hz is: 

Mel (f) = 2595*log10 (1+f/700) 
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One approach to simulating the subjective spectrum is to 

use a filter bank, one filter for each desired Mel frequency 

component. That filter bank has a triangular band pass 

frequency response, and the spacing as well as the bandwidth 

is determined by a constant Mel-frequency interval. The 

modified spectrum thus consists of the output power of these 

filters. The number of Mel spectrum coefficients, K, is 

typically chosen as 20. 

 

Fig. 2 Mel Scale Filter bank 
6) Cepstrum: In the final step, the log Mel spectrum has to 

be converted back to time. The result is called the Mel 

frequency cepstrum coefficients (MFCCs). The cepstral 

representation of the speech spectrum provides a good 

representation of the local spectral properties of the signal for 

the given frame analysis. Because the Mel spectrum 

coefficients are real numbers and so are their logarithms, they 

may be converted to the time domain using the Discrete 

Cosine Transform (DCT). It is known that the logarithm has 

the effect of changing multiplication into addition. Therefore 

we can simply convert the multiplication of the magnitude of 

the Fourier transform into addition. Then by taking the DCT 

of the logarithm of the magnitude spectrum, MFCC can be 

calculated. 

 Modifications In Mfcc Based Technique 

A. Fast Fourier Transform: In MFCC technique Computing a 

DFT of  N points takes O(N
2
) arithmetical operations, 

while an FFT can compute the same result in only 

O(N log N) operations. The FFT is a fast algorithm to 

implement the Discrete Fourier Transform (DFT). The 

difference in speed can be substantial, especially for long 

data sets where N may be in the thousands or millions—in 

practice, the computation time can be reduced by 

several orders of magnitude in such cases, and the 

improvement is roughly proportional to N / log (N).  

B. Windowing: In MFCC technique Hamming window is 

used. In place of which a more efficient Kaiser Window 

that is based on the concept of minimizing the mean 

square error rather than maximum error is used. The 

Kaiser window has an adjustable parameter α, which 

controls how quickly it approaches zero at the edges. It is 

defined by 
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Where I0(x) is the zeroth order modified Bessel function.     

The higher the   narrower gets the window. 

C. Absolute of FT:  Before applying to the Mel filter banks 

only the absolute of the FT of the frame is taken. This not 

only reduces the cost of computing but also is an attempt 

of making the algorithm more robust. 

B. FEATURE  MATCHING 

The feature matching techniques used in speaker 

recognition include Dynamic Time Warping (DTW), Hidden 

Markov Modeling (HMM), and Vector Quantization (VQ). In 

this paper, the VQ approach is used, due to ease of 

implementation and high accuracy. Vector quantization, also 

called "block quantization" or "pattern matching quantization" 

is often used in lossy data compression. VQ works by dividing 

a large set of points into groups having approximately the 

same number of points closest to them. Each group is 

represented by its centroid point. The density matching 

property of vector quantization is powerful, especially for 

identifying the density of large and high-dimensioned data. 

Since data points are represented by the index of their closest 

centroid, commonly occurring data have low error, and rare 

data high error.  In the figure, only two speakers and two 

dimensions of the acoustic space are shown.  

 

 
Fig. 3 Diagram illustrating vector quantization codebook 

formation 

 

After the enrolment session, the acoustic vectors extracted 

from input speech of a speaker provide a set of training 

vectors. The next important step is to build a speaker-specific 
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VQ codebook for this speaker using those training vectors. 

There is a well-know algorithm, namely LBG algorithm 

[Linde, Buzo and Gray], for clustering a set of L training 

vectors into a set of M codebook vectors. Linde, Buzo and 

Gray proposed an improvement of the Lloyd‘s technique. 

They extended Lloyd‘s results from mono- to k-dimensional 

cases. For this reason their algorithm is known as the 

Generalized Lloyd Algorithm (GLA) or LBG from the initials 

of its authors. In a few words, the LBG algorithm is a finite 

sequence of steps in which, at every step, a new quantizer, 

with a total distortion less or equal to the previous one, is 

produced. 

The algorithm is formally implemented by the following 

recursive procedure: Find the centroid of the entire set of 

training vectors this is one vector codebook. Double the size 

of the codebook by splitting each current codebook yn 

according to the rule 

)1(

)1(













n
n

n
n

y

y

y

y  

Where n varies from 1 to the current size of the codebook, 

and    is a splitting parameter (we choose  =0.01). For each 

training vector, find the codeword in the current codebook that 

is closest and assign that vector to the corresponding cell 

(associated with the closest codeword). Update the codeword 

in each cell using the centroid of the training vectors assigned 

to that cell. Go on splitting and updating the centroids until a 

codebook size of M is designed. 

 
                           

                             Fig. 4 LBG algorithm 
     Figure shows, in a flow diagram, the detailed steps of the 

LBG algorithm. ―Cluster vectors‖ is the nearest-neighbor 

search procedure which assigns each training vector to a 

cluster associated with the closest codeword. ―Find centroids‖ 

is the centroid update procedure. ―Compute D (distortion)‖ 

sums the distances of all training vectors in the nearest-

neighbor search so as to determine whether the procedure has 

converged. 

IV. CONCLUSION 

By applying the above modifications to Mel-Frequency  

Cepstral Coefficients technique used for feature extraction and 

using VQ matching technique for feature matching the 

speaker recognition system is made more robust and efficient 

and hence the performance of Speaker recognition system is 

improved. 
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