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Abstract: - Accurate cost estimation helps to complete project within time and budget. Many estimation models have been proposed over the last 30 years. This paper provides a detail overview of existing software cost estimation models and techniques. Cost estimation models are basically of two types: algorithmic and non-algorithmic. It also includes the recent developed techniques for software cost estimation field. This paper presents the strength and weakness of various software cost estimation methods. It also focuses on some of the relevant reasons that cause inaccurate estimation. In this paper a comparative analysis among existing popular models are performed and the performance is analysed and compared in terms MMRE (Mean Magnitude of Relative Error) and PRED (Prediction).
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I. Introduction

The importance of software cost estimation has been increasing gradually over last three decades. Software cost estimation is related to how long and how many people are required to complete a software project. Software cost estimation starts at the proposal state and continues throughout the life time of a project. The estimation process includes size estimation, effort estimation, developing initial project schedules and finally estimating overall cost of the project. Software development has become an essential question [5] because many projects are still not completed on schedule, with under or over estimation of efforts leading to their own particular problems [4]. Therefore, in order to manage budget and schedule of software projects [3], various software cost estimation models have been developed. Accurate software cost estimates are critical to both developers and customers [22]. They can be used for generating request for proposals, contract negotiations, scheduling, monitoring and control. Accurate cost estimation is important because of the following reasons [13]:

- It can help to classify and prioritize development projects with respect to an overall business plan.
- It can be used to determine what resources to commit to the project and how well these resources will be used.
- It can be used to assess the impact of changes and support preplanning.
- Projects can be easier to manage and control when resources are better matched to real needs.
- Customers expect actual development costs to be in line with estimated costs.

Software cost estimation historically has been a major difficulty in software development. Several reasons have been identified that affects the estimation process such as:

- It is very difficult to estimate the cost of software development. One of the first steps in any estimate is to understand and define the system to be estimated.
- A software cost estimate done early in the project life cycle is generally based on less precise inputs and less detailed design specifications.
- Software development involving many interrelated factors, which affect development effort and productivity, and whose relationships are not well understood.
- Lack of a historical database of cost measurement that means historical data is sometimes incomplete, inconsistent, or inaccurate.
- Lack of trained estimators and estimators with the necessary expertise.
- However, Software is intangible, invisible, and intractable so it is more difficult to understand and estimate a product or process that cannot be seen and touched.
- While too low effort estimates may lead to project management problems, delayed deliveries, budget overruns and low software quality, too high effort estimates may lead to lost business opportunities and inefficient use of resources.

Other factors that affect the cost are programmer ability, experience of the developer’s area, complexity of the project and reliability requirements etc. Figure 1. illustrates the inputs and outputs of the software cost estimation process. The primary cost driver is assumed to be the software requirements. It is the primary input to the estimation process. The
Cost estimation is then adjusted according to a number of cost drivers (such as experience of personnel & complexity of system) to arrive at the final state. Financial constraints limit the amount of money that can be budgeted for the project. Calendar constraints specify a delivery date that must be met and manpower constraints limit the number of people that can be allocated to the project. Loading is the number of engineering and management personnel allocated to the project as a function of time. Effort is defined as the engineering and management effort required to complete a project. It is usually measured in person-months. Duration is the amount of time required to complete the project. The estimator can also quantify a set of cost drivers.

Software project failures have been frequent in the last decade. Software projects usually don’t fail during the implementation and most failures are related to the planning and estimation steps. Due to time overrun and cost, approximately between 30% to 40% of the software projects are completed successfully [17]. The Standish Group’s CHAOS reports failure rate of 70% for the software projects. Also the cost overrun has been indicated 189% in 1994 CHAOS report [19]. It claims the reported results do not depict the real failures rate and are pessimistic. In addition, it indicate that the CHAOS report may be corrupted. Nevertheless the mentioned statistics show the deep crisis related to the future of the software projects. [19]. During the last decade several studies have been done in term of finding the reason of the software projects failure. Galorath et al. [21] performed an intensive search between 2100 internet sites and found 5000 reasons for the software project failures. Among the found reasons, insufficient requirements engineering, poor planning the project, suddenly decisions at the early stages of the project and inaccurate estimations were the most important reasons. Many researchers pointed out that the root causes for project failures is the inaccurate cost estimation [22] [7] [17]. Through the indicated statistics seem pessimistic; inaccurate estimation is a real problem in the software production’s world which should be addressed. Analysing more seriously, the efficient techniques and reliable models seems necessary examined because of the dynamic nature of software development process, many methods should examine as different approaches would be suitable for different category of software projects. The rest of the paper is organized as follows: In section, II and III include detail description of some existing cost estimation methods and the comparison of existing methods. Section IV includes the recently developed techniques for software cost estimation field. Performance analysis and evaluation criteria are presented in section V and VI and finally, the concluding remarks is illustrated in section VII.

II. Existing Cost Estimation Methods

Cost estimation methods are basically of two types: algorithmic and non-algorithmic. Algorithmic methods use a formula to calculate the software cost estimate. The formula is developed from models which are created by combining related cost factors. In addition, the statistical method is used for model construction. Non-algorithmic methods do not use a formula to calculate the software cost estimate. The main aim of this paper is to provide a review of these existing models and methods.

A. Non Algorithmic Based Estimation Methods

1. Expert Judgment Method

Expert judgment techniques involve consulting with software cost estimation expert or a group of the experts to use their experience and understanding of the proposed project to arrive at an estimate of its cost. It is the most useful methods for the software cost estimation. Mostly companies used this method for generating the cost of the product. Generally speaking, a group consensus technique, Delphi technique, is the best way to be used. To provide a satisfactorily broad communication bandwidth for the experts to exchange the volume of information necessary to calibrate their estimates with those of the other experts, a wideband Delphi technique is introduced over standard Delphi technique [11] [22] [8].

The estimating steps using this method are as follows:

a. Coordinator presents each expert with a specification and an estimation form.

b. Experts fill out forms anonymously.
c. Coordinator calls a group meeting in which the experts discuss estimation issues with the coordinator and each other.
d. Coordinator prepares and distributes a summary of the estimation on an iteration form.
e. Experts fill out forms, again anonymously, and steps 4 and 6 are iterated for as many rounds as appropriate.
The wideband Delphi Technique has subsequently been used in a number of studies and cost estimation activities. It has been highly successful in combining the free discuss advantages of the group meeting technique [22].

2. Estimating by Analogy
Estimating by analogy means comparing the proposed project to previously completed similar project where the project development information is known. Actual data from the completed projects are extrapolated to estimate the proposed project. This method can be used either at system-level or at the component-level [16].

The estimating steps using this method are as follows:
   a. Find out the characteristics of the proposed project.
   b. Select the most similar completed projects whose characteristics have been stored in the historical database.
   c. Find out the estimate for the proposed project from the most similar completed project by analogy.

3. Top-Down Estimating Method
Top-down estimating method is also called Macro Model. Using top-down estimating method, an overall cost estimation for the project is derived from the global properties of the software project, and then the project is partitioned into various low-level mechanism or components. The leading method using this approach is Putnam model. This method is more applicable to early cost estimation when only global properties are known. In the early phase of the software development, it is very useful because there is no detailed information available [11] [22].

4. Bottom-up Estimating Method
Using bottom-up estimating method, the cost of each software components is estimated and then combines the results to arrive at an estimated cost of overall project. It aims at constructing the estimate of a system from the knowledge accumulated about the small software components and their interactions. The leading method using this approach is COCOMO's detailed model [22].

5. Parkinson’s Law
Using Parkinson’s principle “work expands to fill the available volume” [1], the cost is determined (not estimated) by the available resources rather than based on an objective assessment. If the software has to be delivered in 12 months and 5 people are available, the effort is estimated to be 60 person-months. Although it sometimes gives good estimation, this method is not recommended as it may provide very unrealistic estimates. Also, this method does not promote good software engineering practice.

6. Price-to-win
The software cost is estimated to be the best price to win the project. The estimation is based on the customer’s budget instead of the software functionality. For example, if a reasonable estimation for a project costs 100 person-months but the customer can only afford 60 person-months, it is common that the estimator is asked to modify the estimation to fit 60 person months’ effort in order to win the project. This is again not a good practice since it is very likely to cause a bad delay of delivery or force the development team to work overtime.

B. Algorithmic Method
The algorithmic method is designed to provide some mathematical equations to perform software estimation. These mathematical equations are based on research and historical data and use inputs such as Source Lines of Code (SLOC), number of functions to perform, and other cost drivers such as language, design methodology, skill-levels, risk assessments, etc. The algorithmic methods have been largely studied and many models have been developed, such as COCOMO models, Putnam model, and function points based models [11] [28].

1. COCOMO Model
Constructive Cost Model (COCOMO) is widely used algorithmic software cost model. It was proposed by Boehm [2] [4]. It has following hierarchy-

   Model 1 (Basic COCOMO Model):- The basic COCOMO model computes software development effort and cost as a function of program size expressed in estimated lines of code (LOC) [6] [23]. The basic steps in this Model are:-
   a. Obtain an initial estimate of the development effort from the estimate of thousands of delivered lines of source code (KLOC).
   b. Determine a set of 15 multiple factors from different attributes of the project.
   c. Adjust the effort estimate by multiplying the initial estimate with all the multiplying factors.

   The initial estimate (also called nominal estimate) is determined by an equation of the form used in the static single variable models, using KLOC as the measure of size. To determine the initial effort in person-months the equation used is of the type
EFFORT = a* (KLOC)^b (1)
The value of constants a and b depend on the project type. It has following three classes of software projects [14] [30].

<table>
<thead>
<tr>
<th>Development Mode</th>
<th>Basic Effort Equation</th>
<th>Time Duration (TDEV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic</td>
<td>Effort = 2.4 KLOC^1.05</td>
<td>TDEV = 2.50 * (PM) 0.38</td>
</tr>
<tr>
<td>Semi Detached</td>
<td>Effort = 3.0 KLOC^1.12</td>
<td>TDEV = 2.50 * (PM) 0.35</td>
</tr>
<tr>
<td>Embedded</td>
<td>Effort = 3.6 KLOC^1.20</td>
<td>TDEV = 2.50 * (PM) 0.32</td>
</tr>
</tbody>
</table>

Model 2 (Intermediate COCOMO Model):- Intermediate COCOMO Model computes software development effort as a function of program size and set of “cost drivers” that include subjective assessment of the products, hardware, personnel and project attributes.

The basic model is extended to consider a set of “cost driver attributes” that can be grouped into four major categories:

1. Product attributes
   a. Required software reliability
   b. Size of application data base
   c. Complexity of the product

2. Hardware attributes
   a. Run-time performance constraints
   b. Memory constraints
   c. Volatility of the virtual machine environment
   d. Required turnaround time

3. Personnel attributes
   a. Analyst capability
   b. Software engineer capability
   c. Applications experience
   d. Virtual machine experience
   e. Programming language experience

4. Project attributes
   a. Use of software tools
   b. Application of software engineering methods
   c. Required development schedule each of the 15 attributes is rated on a 6 point scale that ranges from “very low” to “extra high” (in importance or value). Based on the rating, an effort multiplier is determined from tables published by Boehm, and the product of all effort multipliers results is an effort adjustment factor (EAF).

   Typical values for EAF range from 0.9 to 1.4 [4].

The intermediate COCOMO model takes the form:

EFFORT = a* (KLOC)^b * EAF (2)

Where effort in person-months and KLOC is the estimated number of delivered lines of code for the project.

<table>
<thead>
<tr>
<th>Development Mode</th>
<th>Intermediate Effort Equation</th>
<th>Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic</td>
<td>Effort = 3.2 * (KLOC)^1.05 * EAF</td>
<td></td>
</tr>
<tr>
<td>Semi Detached</td>
<td>Effort = 3.0 * (KLOC)^1.12 * EAF</td>
<td></td>
</tr>
<tr>
<td>Embedded</td>
<td>Effort = 2.8 * (KLOC)^1.20 * EAF</td>
<td></td>
</tr>
</tbody>
</table>

Model 3 (Detailed COCOMO Model):- The detailed COCOMO Model incorporates all characteristics of the intermediate version with an assessment of the cost driver’s impact on each step (analysis, design, etc) of the software engineering process.

2. COCOMO II model

It is a collection of three variants, Application composition model, Early design model, and Post architecture model. This is an extension of intermediate COCOMO model [14] and defined as:-

EFFORT = 2.9 (KLOC)^1.10 (3)

3. SEL – Model

The Software Engineering Laboratory (SEL) of the University of Maryland has established a model i.e. SEL Model for estimation [18]. Estimation of effort according to SEL model is defined as follows:-
EFFORT = 1.4 * (Size) \(^{0.93}\), Duration D = 4.6 (KLOC) \(^{0.26}\)  \(\text{(4)}\)

Effort (Person-Months) and lines of code (size in thousands of lines of code i.e. KLOC) are used as predictors.

4. Walston-Felix Model
Walston and Felix (1977) developed their effort model from a various aspects of the software development environment such as user database of sixty projects collected in IBM's Federal Systems division. It provides a relationship between delivered lines of source code. This model constitutes participation, customer-oriented changes, memory constraints etc. According to Walston and Felix model, effort is computed by \([26][14]\):

\[
\text{EFFORT} = 5.2 \text{ (KLOC)} ^{0.01}, \quad \text{Duration D} = 4.1 \text{ (KLOC)} ^{0.36}
\]  \(\text{(5)}\)

5. Bailey-Basil Model
This model developed by Bailey-Basil between delivered lines of source code and formulates a relation \([12]\):

\[
\text{EFFORT} = 5.5 \text{ (KLOC)} ^{1.16}
\]  \(\text{(6)}\)

6. Halstead Model
This model developed by Halstead between delivered lines of source code and formulates a relation \([18]\):

\[
\text{EFFORT} = 0.7 \text{ (KLOC)} ^{1.50}
\]  \(\text{(7)}\)

7. Doty (for KLOC > 9)
This model developed by Doty between delivered lines of source code and formulates a relation \([18]\):

\[
\text{EFFORT} = 5.288 \text{ (KLOC)} ^{1.047}
\]  \(\text{(8)}\)

8. Putnam Model
The Putnam model is an empirical software effort estimation model. Putnam used his observations about productivity levels to derive the software equation:

Technical constant C= size * B1/3 * T4/3
Total Person Months B=1/T4 * (size/C)3
T= Required Development Time in years
Size is estimated in LOC

Where: C is a parameter dependent on the development environment and is determined on the basis of historical data of the past projects.

Rating: C=2,000 (poor), C=8000 (good) C=12,000 (excellent).

The Putnam model is very sensitive to the development time: decreasing the development time can greatly increase the person-months needed for development \([22][8]\).

One significant problem with the Putnam model is that it is based on knowing, or being able to estimate accurately, the size (in lines of code) of the software to be developed. There is often great uncertainty in the software size. It may result in the inaccuracy of cost estimation.

9. Function Point Analysis
The Function Point Analysis is another method of quantifying the size and complexity of a software system in terms of the functions that the systems deliver to the user. A number of proprietary models for cost estimation have adopted a function point type of approach, such as ESTIMACS and SPQR/20.

This is a measurement based on the functionality of the program and was first introduced by Albrecht \([5]\). The total number of function points depends on the counts of distinct (in terms of format or processing logic) types.

There are two steps in counting function points:

a. Counting the user functions: - The raw function counts are arrived at by considering a linear combination of five basic software components: external inputs, external outputs, external inquiries, logic internal files, and external interfaces, each at one of three complexity levels: simple, average or complex. The sum of these numbers, weighted according to the complexity level, is the number of function counts (FC).

b. Adjusting for environmental processing complexity: - The final function points is arrived at by multiplying FC by an adjustment factor that is determined by considering 14 aspects of processing complexity. This adjustment factor allows the FC to be modified by at most 35% or -35%.
III. Strength And Weakness Of The Existing Methods

Here, we describe the advantages and disadvantages of existing cost estimation methods. This description could be useful for choosing an appropriate method in a particular project. Table I. Shows a comparison of mentioned methods for estimation. For doing comparison, the popular existing estimation methods have been selected.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCOMO</td>
<td>Algorithmic</td>
<td>Clear results, very common</td>
<td>Much data is required, It’s not suitable for any project.</td>
</tr>
<tr>
<td>Expert Judgment</td>
<td>Non-Algorithmic</td>
<td>Fast prediction, Adapt to especial projects</td>
<td>Its success depend on expert, Usually is done incomplete</td>
</tr>
<tr>
<td>Function Point</td>
<td>Algorithmic</td>
<td>Language free, Its results are better than SLOC</td>
<td>Mechanization is hard to do, quality of output are not considered</td>
</tr>
<tr>
<td>Analogy</td>
<td>Non-Algorithmic</td>
<td>Works based on actual experiences, having especial expert is not important</td>
<td>A lots of information about past projects is required, In some situations there are no similar project</td>
</tr>
<tr>
<td>Parkinson</td>
<td>Non-Algorithmic</td>
<td>Correlates with some experience</td>
<td>Reinforces poor practice</td>
</tr>
<tr>
<td>Price to win</td>
<td>Non-Algorithmic</td>
<td>Often gets the contract</td>
<td>Generally produces large overruns</td>
</tr>
<tr>
<td>Top-down</td>
<td>Non-Algorithmic</td>
<td>Requires minimal project detail, Usually faster and easier to implement, System level focus</td>
<td>Less detailed basis, Less stable</td>
</tr>
<tr>
<td>Bottom-up</td>
<td>Non-Algorithmic</td>
<td>More detailed basis, More stable, encourage individual commitment</td>
<td>May overlook system level costs, Requires more effort, More time consuming</td>
</tr>
</tbody>
</table>

According to the current comparison and based on the principals of the algorithmic and non algorithmic methods. For using the non algorithmic methods it is necessary to have the enough information about the previous projects of similar type, because these methods perform the estimation by analysis of the historical data. Also, non algorithmic methods are easy to learn because all of them follow the human behaviour. On the other hand, Algorithmic methods are based on mathematics and some experimental equations. They are usually hard to learn and they need to the much data about the current project state. But if enough data is reachable, these methods present the reliable results. In addition, algorithmic methods usually are complementary to each other, for example, COCOMO uses the SLOC and Function Point as two input metrics and generally if these two metrics are accurate, the COCOMO presents the accurate results too. Finally, for selecting the best method to estimate, looking at available information of the current project and the same previous projects data could be useful.

IV. Recently Developed Techniques For Software Cost Estimation

In recent years, researchers have attempted different approaches for software cost estimation. For example, Witting and Finnie [10] [9] describe use of back propagation learning algorithms on a multilayer perceptron in order to predict software development effort. Lefley and Shepperd [15] applied genetic programming to improve software cost estimation on public datasets with great success. Prasad Reddy et al. [32] proposed a model for software cost estimation using Multi Objective (MO) Particle Swarm Optimization. It was observed that the model gives better results when compared with the standard COCOMO model. Later, Vinyakumar et al. [25] used wavelet neural networks for the prediction of software cost estimation. Oliveira [20] provides a comparative study on support vector regression (SVR), radial basis functions neural networks (RBFNs) and linear regression for estimation of software project effort and it was observed that SVR significantly outperforms RBFNs and linear regression. Pahariya et al. [31] proposed new computational intelligence sequential hybrid architectures involving programming and Group Method of Data Handling (GMDH). This includes data mining methods such as Multi-Layer Regression (MLR), Radial Basis Function (RBF) and so on. Reddy et al [29] improved fuzzy approach for software effort of the COCOMO using Gaussian membership function which performs better than the trapezoidal function to presenting cost drivers. Andreou et al [24] used Fuzzy Decision Trees (FDTs) for predicting required effort and software size in cost estimation as if strong evidence about those fuzzy transformations of cost drivers contributed to enhancing the prediction process. Sweta and Pushkar [33] provides a relative study on support vector regression (SVR), Intermediate COCOMO and Multiple Objective Particle Swarm Optimization (MOPSO) model for estimation of software project effort and it has been observed through simulation that SVR gives better result in terms of accuracy and error rate in comparison of other estimating techniques.

V. Evaluation Criteria

According to [19] there are various approaches for evaluating the estimation accuracy of software effort proposed model such as:-

MRE (Magnitude of relative error): First calculate the degree of estimating error in an individual estimate for each data point as project. It is defined as:-
RMSE (Root Mean Square Error): It is frequently used measure of differences between values predicted by a model or estimator and the values actually observed from the thing being modelled or estimated. It is just the square root of the mean square error as shown in equation given below:

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\text{Actual Value} - \text{Predicted Value})^2} \]  

(10)

MMRE (Mean Magnitude of Relative Error): It is another measure and is the percentage of the absolute values of the relative errors, averaged over the N items in the "Test" set and can be written as:

\[ MMRE = \frac{\sum_{i=1}^{n} |\frac{\text{Predicted Value} - \text{Actual Value}}{\text{Actual Value}}|}{n} \]  

(11)

PRED (N): is the third criteria used for the comparison and this reports the average percentage of estimates that were within N% of the actual values. It is commonly used and is the percentage of predictions that fall within p % of the actual, denoted as \( PRED (p) \), k is the number of projects where MRE is less than or equal to p, and n is the number of projects.

\[ PRED (p) = \frac{k}{n} \]  

(12)

VI. Performance Analysis

B.W. Boehm [4] is the first researcher to look at software engineering from an economic point of view, and he came up with COCOMO dataset. The COCOMO [27] dataset includes 63 historical projects with 17 effort drivers and one dependent variable of the software development effort. The software development effort is recorded in terms of unit of person-month. The dataset is given in Table II.

<table>
<thead>
<tr>
<th>Project No.</th>
<th>Size</th>
<th>EAF</th>
<th>Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46</td>
<td>1.17</td>
<td>240</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>0.66</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>2.22</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>6.9</td>
<td>0.4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>22</td>
<td>7.62</td>
<td>107</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>2.39</td>
<td>423</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>2.38</td>
<td>321</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>2.38</td>
<td>218</td>
</tr>
<tr>
<td>9</td>
<td>37</td>
<td>1.12</td>
<td>201</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>0.85</td>
<td>79</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>5.86</td>
<td>73</td>
</tr>
<tr>
<td>12</td>
<td>3.9</td>
<td>3.63</td>
<td>61</td>
</tr>
<tr>
<td>13</td>
<td>3.7</td>
<td>2.81</td>
<td>40</td>
</tr>
<tr>
<td>14</td>
<td>1.9</td>
<td>1.78</td>
<td>9</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
<td>0.89</td>
<td>539</td>
</tr>
<tr>
<td>16</td>
<td>90</td>
<td>0.7</td>
<td>453</td>
</tr>
<tr>
<td>17</td>
<td>38</td>
<td>1.95</td>
<td>523</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>1.16</td>
<td>387</td>
</tr>
<tr>
<td>19</td>
<td>9.4</td>
<td>2.04</td>
<td>88</td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>2.81</td>
<td>98</td>
</tr>
<tr>
<td>21</td>
<td>2.14</td>
<td>1</td>
<td>7.3</td>
</tr>
</tbody>
</table>

Table III shows the calculated efforts obtained for some of the data sets taken from COCOMO dataset. Figure 2 shows the comparative analysis of actual effort with that of the effort estimated using Intermediate COCOMO, COCOMO II, MOPSO, SVR, SEL, Walston Felix, Bailey-Basil, Halstead and Doty models.
TABLE III. ESTIMATED EFFORTS OF DIFFERENT TYPES OF MODELS

<table>
<thead>
<tr>
<th>Project No.</th>
<th>Size</th>
<th>EAF</th>
<th>Measured Effort</th>
<th>Intermediate COCOMO</th>
<th>COCOMO II</th>
<th>MOPOSO Effort</th>
<th>SVR Effort</th>
<th>SEL Model</th>
<th>Walston-Felix Model</th>
<th>Bailey-Basil Model</th>
<th>Halstead Model</th>
<th>Doty model (for KLOC&gt; 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46</td>
<td>1.17</td>
<td>240</td>
<td>208.56</td>
<td>195.63</td>
<td>235.83</td>
<td>239.66</td>
<td>49.26</td>
<td>169.47</td>
<td>466.83</td>
<td>218.39</td>
<td>291.21</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>0.66</td>
<td>33</td>
<td>38.82</td>
<td>61.23</td>
<td>37.18</td>
<td>88.51</td>
<td>18.45</td>
<td>64.83</td>
<td>137.13</td>
<td>44.8</td>
<td>96.38</td>
</tr>
<tr>
<td>5</td>
<td>22</td>
<td>7.62</td>
<td>107</td>
<td>626.11</td>
<td>86.91</td>
<td>597.57</td>
<td>174.9</td>
<td>24.81</td>
<td>86.62</td>
<td>198.42</td>
<td>72.23</td>
<td>134.53</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>2.39</td>
<td>423</td>
<td>271.97</td>
<td>109.59</td>
<td>279.41</td>
<td>174.31</td>
<td>33.11</td>
<td>114.86</td>
<td>284.33</td>
<td>115.02</td>
<td>186.14</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>2.38</td>
<td>321</td>
<td>158.41</td>
<td>69.69</td>
<td>146.77</td>
<td>115.85</td>
<td>20.58</td>
<td>72.16</td>
<td>157.21</td>
<td>53.46</td>
<td>109.03</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>2.38</td>
<td>218</td>
<td>176.93</td>
<td>78.26</td>
<td>167.39</td>
<td>126.52</td>
<td>22.71</td>
<td>79.42</td>
<td>177.65</td>
<td>62.61</td>
<td>121.75</td>
</tr>
<tr>
<td>9</td>
<td>37</td>
<td>1.12</td>
<td>201</td>
<td>158.85</td>
<td>153.96</td>
<td>171.98</td>
<td>201.34</td>
<td>40.23</td>
<td>128.72</td>
<td>362.64</td>
<td>157.54</td>
<td>231.85</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>0.85</td>
<td>79</td>
<td>76.52</td>
<td>85.74</td>
<td>76.89</td>
<td>135.91</td>
<td>26.89</td>
<td>93.75</td>
<td>219.48</td>
<td>82.31</td>
<td>147.36</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
<td>0.89</td>
<td>539</td>
<td>336.18</td>
<td>334.94</td>
<td>332.59</td>
<td>391.82</td>
<td>77.62</td>
<td>264.43</td>
<td>823.06</td>
<td>454.66</td>
<td>485.83</td>
</tr>
<tr>
<td>16</td>
<td>90</td>
<td>0.7</td>
<td>453</td>
<td>324.32</td>
<td>409.32</td>
<td>329.77</td>
<td>465.13</td>
<td>91.95</td>
<td>312.15</td>
<td>1016.92</td>
<td>597.67</td>
<td>588.01</td>
</tr>
<tr>
<td>17</td>
<td>38</td>
<td>1.95</td>
<td>523</td>
<td>284.42</td>
<td>158.55</td>
<td>307.51</td>
<td>219.21</td>
<td>41.24</td>
<td>142.43</td>
<td>374.04</td>
<td>163.97</td>
<td>238.41</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>1.16</td>
<td>387</td>
<td>216.23</td>
<td>205.01</td>
<td>246.67</td>
<td>263.17</td>
<td>51.25</td>
<td>176.17</td>
<td>490.46</td>
<td>232.78</td>
<td>304.47</td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>2.81</td>
<td>98</td>
<td>132.89</td>
<td>48.73</td>
<td>115.24</td>
<td>105.03</td>
<td>15.21</td>
<td>53.66</td>
<td>107.78</td>
<td>32.81</td>
<td>77.55</td>
</tr>
</tbody>
</table>

Fig.2: Measured Effort Vs Estimated Effort of various Models.

The calculated errors using different models are shown in Table IV. In this section, we are using statistical methods like MMRE and Prediction for evaluating the cost estimating models.

TABLE IV. ERRORS IN CALCULATED EFFORT USING DIFFERENT EFFORT ESTIMATION MODELS:-

<table>
<thead>
<tr>
<th>Performance Criteria</th>
<th>Intermediate COCOMO</th>
<th>COCOMO II</th>
<th>MOPOSO Effort</th>
<th>SVR Effort</th>
<th>SEL Model</th>
<th>Walston-Felix Model</th>
<th>Bailey-Basil Model</th>
<th>Halstead Model</th>
<th>Doty model (for KLOC&gt; 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMRE</td>
<td>0.64</td>
<td>0.45</td>
<td>0.58</td>
<td>0.46</td>
<td>0.81</td>
<td>0.52</td>
<td>0.84</td>
<td>0.43</td>
<td>0.49</td>
</tr>
<tr>
<td>Prediction (10%)</td>
<td>0.07</td>
<td>0.15</td>
<td>0.15</td>
<td>0.31</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.15</td>
<td>0.07</td>
</tr>
</tbody>
</table>
The following figure 3 shows the performance measure of Intermediate COCOMO, COCOMO II, MOPSO, SVR, SEL, Walston Felix, Bailey-Basil, Halstead and Doty models.

![Figure 3. Performance Measure](image)

**VII. Concluding Remarks**

In this paper, we provided a comprehensive overview of different types of software cost estimation methods and also describe the advantages and disadvantages of these methods. This paper also presents some of the relevant reasons that cause inaccurate estimation. To produce a meaningful and reliable estimate, we must improve our understanding of software project attributes and their causal relationships, develop effective ways of measuring software complexity and the cost estimation process needs to be thoroughly arranged and carefully followed. It has been seen that all estimation methods are specific for some specific type of projects. It is very difficult to decide which method is better than to all other methods because every method or model has an own significance or importance. To understand their advantages and disadvantages is very important when you want to estimate your projects. In recent year research, researchers worked with another field along with the software engineering like data mining and machine learning techniques for improving the accuracy of software cost estimation process. The future work is to study new software cost estimation methods and models that can be help us to easily understand the software cost estimation process.
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