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Abstract: In this paper, we survey some of the classic real-time scheduling algorithms. Many papers have been published in the field of real-time scheduling. The problem of scheduling is studied from the viewpoint of the characteristics peculiar to the program functions that need guaranteed service. The quality of real-time scheduling algorithm has a direct impact on real-time system’s working. We studied popular scheduling algorithms mainly EDF and RM for periodic tasks with hard deadlines. After that, we describe performance parameters we use to compare the performances of the various algorithms. We observe that the choice of a scheduling algorithm is important in designing a real-time system. We conclude by discussing the results of the survey and suggest future research directions in the field of RTOS.
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I. INTRODUCTION

The most critical constraint of real-time systems is that the correctness of such systems depends not only on the computed results but also on the time at which results are produced. In other words, real-time systems have timing requirements that must be guaranteed. This leads to the notion of deadline which is a common thread among all real-time system models and the core of the difference between real-time systems and time-sharing systems. The deadline of a task is the point in time before which the task must complete its execution. There can be three types of deadlines, which are mentioned below. Soft Deadline: If the results produced after the deadline has passed and are still useful then this type of deadline is known as soft deadline. Reservation systems come under this category. Firm deadline: This deadline is one in which the results produced after the deadline is missed is of no utility. Infrequent deadline misses are tolerable. These types of deadlines are used in systems which are performing some important operations. Hard deadline: If catastrophe results on missing the deadline then this type of deadline is known as hard deadline. The systems which are performing critical applications like air traffic control come under this category. There are two kinds of real-time tasks, depending on their arrival pattern: periodic tasks (the task has a regular inter-arrival time called the period, a deadline and a computation time) and aperiodic tasks (the task can arrive at any time; such a task is characterized by a computation time and a deadline; the latter is usually considered as soft). An essential component of a computer system is the scheduling mechanism that is the strategy by which the system decides which task should be executed at any given time. The problem of real-time scheduling is different from that of multiprogramming time-sharing scheduling because of the role of timing constraints in the evaluation of the system performance. Normal multiprogramming time-sharing systems are expected to process multiple job streams simultaneously, so the scheduling of these jobs has the goals of maximizing throughput and maintaining fairness. In real-time systems the primary performance is not to maximize throughput or maintain fairness, but instead to perform critical operations within a set of user-defined critical time constraints.

II. RELATED WORK

This paper makes a really good point of comparing different scheduling algorithms for RTOS under different parameters. Liu and Layland [2] came up with Rate Monotonic scheduling (priority driven scheduling) of real-time operating systems which is premier scheduling algorithm implemented in almost all the RTOSes. Better scheduling algorithm - Earliest Deadline First (deadline driven scheduling) is too complex to be implemented in real-time operating system [18].Timmerman [10] describes the framework for evaluation of real-time operating systems. This article makes a really good point of comparing RTOS under different load conditions. Baskiyar [15] and et al. have made an extensive survey on memory management and scheduling in RTOS. A worst case response time analysis of real time tasks under hierarchical fixed priority pre-emptive scheduling is done by Bril and Cuijpers. Yaasuwanth [3] and et. al. have developed an modified RR algorithm for scheduling in real time systems. Recently, a number of CPU scheduling algorithms have been developed for predictable allocation of processor [12]. From the work done by the various researchers in the field of real time scheduling; so far, it has been observed that:

a. Scheduling should be done in order to guarantee the schedule of the processes fairly and throughput must be maximun.
b. Real time scheduling algorithms are always pre-emptive which can perform better if the pre-emption is limited.
c. Static priority scheduling algorithms are used for scheduling real time tasks for maximum CPU utilization but...
it can be increased more using dynamic priorities. d. The schedulability of scheduling algorithm must be checked using schedulability tests. e. Starvation should not be there which means a particular process should not be held indefinitely. Allocation of resources should be such that all the processes get proper CPU time in order to prevent starvation. f. In case of priority based algorithms, there should be fairness in the pre-emption policy. Low priority tasks should not wait indefinitely because of higher priority tasks.

III. CLASSIFICATION OF SCHEDULING ALGORITHMS

A scheduler provides a policy for ordering the execution of tasks on the processor, according to some criteria. Schedulers produce a schedule for a given set of processes. There are several classifications of schedulers. Here are the most important:

- **Optimal or non-optimal**: An optimal scheduler can schedule a task set if the task set is schedulable by some scheduler.

- **Preemptive or non-preemptive**: A preemptive scheduler can decide to suspend a task (before finishing its execution) and restart it later, generally, because a higher priority task becomes ready. Non-preemptive schedulers do not suspend tasks in this way. Once a task has started, it cannot be suspended involuntarily.

- **Static or dynamic**: Static schedulers calculate the execution order of tasks before run-time. It requires knowledge of task characteristics but produces little run-time overhead. However, it cannot deal with aperiodic or non-predicted events. Some references about this kind of schedulers can be found in [20]. Dynamic schedulers, on the contrary, make decisions during the run-time of the system. This allows to design a more flexible system, but it means some overhead.

Priority-driven schedulers are dynamic schedulers which decide what task to execute depending on the importance of the task, called priority. This kind of schedulers can be also fixed or dynamic, depending on whether the task priority can vary during run-time. Because Priority-driven schedulers have been widely used in real-time systems, they will be described in more detail.

![Scheduler’s classification](image)

### 3.1 Priority-driven algorithms

#### 3.1.1 Fixed-priority scheduling

The most important scheduling algorithms in this category are Rate Monotonic (RM) [2] and Deadline Monotonic (DM) [4]. The former assigns the higher priority to the task with the shortest period, assuming that periods are equal to deadlines. The latter assigns the highest priority to the task with the shortest deadline. Both algorithms are optimal. Fixed-priority scheduling has been widely studied and the most important real-time operating systems have a fixed-priority scheduler.

#### 3.1.1.1 Schedulability analysis

The first test was provided by Lui and Layland [2]. It is based on the processor utilization of the task set. The total utilization of the set is the sum of the utilizations of all tasks in the set, which is obtained as the quotient of execution time by the period. This utilization is compared with the utilization bound (that depends on the number of tasks). Thus, if the utilization of the set is less or equal to the utilization bound, the task set is schedulable. This schedulability constraint is a sufficient, but not a necessary condition. That is, there are task sets that can be scheduled using a rate monotonic priority algorithm, but which break the utilization bound.

A sufficient and necessary condition was developed by Lehoczky [10] and Audsley [21]. This test is based on the worst case response time of every task. If, in the worst case, a task finishes its execution before its deadline, the task will be schedulable. The worst case response time of a task occurs in the first activation. Moreover, this test is valid for any priority assignment, and it informs not only whether the set is feasible or not, but the task or tasks that miss its deadline.
3.1.2 Dynamic-priority scheduling

Within this category, Earliest Deadline First (EDF) [2] and Least Laxity First (LLF) [13] are the most important. Both are optimal, if any algorithm can find a schedule where all tasks meet their deadline then EDF can meet the deadlines. In EDF, the highest priority task is the task with the nearest absolute deadline. The absolute deadline is the point in time in which it arrives the deadline of the current activation of the task.

LLF assigns priorities depending on the laxity, being the task with the lower laxity, the highest priority task. The term laxity refers to the interval between the current time and the deadline, minus the execution time that remains to execute.

Dynamic-priority algorithms have interesting properties when compared to fixed-priority. They achieve high processor utilization, and they can adapt to dynamic environments, where task parameters are unknown. On the contrary, real-time systems community is reluctant to use dynamic-priority algorithms mainly because of the instability in case of overloads. It is also not possible to know what task misses its deadline if the system is not feasible.

3.1.2.1 Schedulability analysis

In [2] it is proved that EDF can guarantee schedulability of tasks when the processor utilization is less than 100%. In this case, deadlines have to be equal to periods, but Dertouzos also proved that EDF is optimal when deadlines are less than periods.

IV. BASIC PARAMETERS THAT AFFECT THE PERFORMANCE IN RTOS [15]

4.1 Multi-tasking and preemptable: To support multiple tasks in real-time applications, an RTOS must be multi-tasking and preemptable. The scheduler should be able to preempt any task in the system and give the resource to the task that needs it most. An RTOS should also handle multiple levels of interrupts to handle multiple priority levels.

4.2 Dynamic deadline identification: In order to achieve preemption, an RTOS should be able to dynamically identify the task with the earliest deadline [19]. To handle deadlines, deadline information may be converted to priority levels that are used for resource allocation. Although such an approach is error prone, nonetheless it is employed for lack of a better solution.

4.3 Predictable synchronization: For multiple threads to communicate among themselves in a timely fashion, predictable inter-task communication and synchronization mechanisms are required. Semantic integrity as well as timeliness constitutes predictability. Predictable synchronization requires compromises.

4.4 Sufficient Priority Levels: When using prioritized task scheduling, the RTOS must have a sufficient number of priority levels, for effective implementation. Priority inversion occurs when a higher priority task must wait on a lower priority task to release a resource and in turn the lower priority task is waiting upon a medium priority task. Two workarounds in dealing with priority inversion, namely priority inheritance and priority ceiling protocols (PCP), need sufficient priority levels.

4.5 Predefined latencies: The timing of system calls must be defined using the following specifications:

- Task switching latency or the time to save the context of a currently executing task and switch to another.
- Interrupt latency or the time elapsed between the execution of the last instruction of the interrupted task and the first instruction of the interrupt handler.

V. ANALYSIS AND OBSERVATIONS

5.1 Scheduling with fixed priority algorithm (RM)

We schedule the following task set with FP (RM priority assignment).

\[ \tau_1 = (1, 4), \tau_2 = (2, 6), \tau_3 = (3, 8). \]

\[ U = 1/4 + 2/6 + 3/8 = 13/24 \]

The utilization is greater than the bound: there is a deadline miss.
Observe that at time 6, even if the deadline of task $\tau_3$ is very close, the scheduler decides to schedule task $\tau_2$. This is the main reason why $\tau_3$ misses its deadline!

### 5.2 Scheduling with dynamic priority algorithm (EDF)

Now we schedule the same above task set with EDF.

$\tau_1 = (1, 4), \tau_2 = (2, 6), \tau_3 = (3, 8)$.

$$U = \frac{1}{4} + \frac{2}{6} + \frac{3}{8} = \frac{23}{24}$$

Again, the utilization is same. However, no deadline miss in the hyperperiod.

![Figure 2. Timeline for EDF](image)

Observe that at time 6, the problem does not appear, as the earliest deadline job (the one of $\tau_3$) is executed. EDF is an optimal algorithm, in the sense that if a task set if schedulable, then it is schedulable by EDF.

EDF can schedule all task sets that can be scheduled by fixed priority, but not vice versa. There is no need to define priorities. In fixed priority, in case of offsets, there is not an optimal priority assignment that is valid for all task sets. In general, EDF has less context switches. In the previous example, the number of context switches in the first interval of time: in particular, at time 4 there is no context switch in EDF, while there is one in fixed priority. As no of context switches are less processor utilization is greater, less idle times.

EDF is less predictable: Looking back at the example, the response time of task $\tau_1$: in fixed priority is always constant and minimum; in EDF is variable. If we want to reduce the response time of a task, in fixed priority is only sufficient to give him an higher priority; in EDF we cannot do anything: we have less control over the execution. Fixed priority can be implemented with a very low overhead even on very small hardware platforms (for example, by using only interrupts); EDF instead requires more overhead to be implemented. Computing the response time in EDF is very difficult. EDF is still optimal when relative deadlines are not equal to the periods.

### VI. CONCLUSION AND FUTURE SCOPE

From the comparative study it can be concluded that since the concept of “time” is of such importance in real-time application systems, and since these systems typically involve various contending processes, the concept of scheduling is integral to real-time system design and analysis. Scheduling and schedulability analysis enables these guarantees to be provided. From the comparison of real time scheduling algorithms, it is clear that earliest deadline first is the efficient scheduling algorithm if the CPU utilization is not more than 100% but does scale well when the system is overloaded. In the experimental environment, although EDF scheduling algorithm can meet the needs of real-time applications, in practical applications, it is still needed to be improved to meet the evolving needs of real-time systems. In future a new algorithm should be developed which is a mix of fixed and dynamic priority or a scheduling algorithm switch automatically between EDF algorithm and fixed based scheduling algorithm to deal overloaded and under loaded conditions. The new algorithm will be very useful when future workload of the system is changeable.
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