
                  Volume 2, Issue 2, February 2012              ISSN: 2277 128X 

International Journal of Advanced Research in 
 Computer Science and Software Engineering 
                                                Research Paper 
                            Available online at: www.ijarcsse.com              

Classification System for Handwritten Devnagari 

Numeral with a Neural Network Approach 
                                    

     Padma R. Bagde
*
                             Krushna D. Chinchkhede

*                                    
      S.A.Ladhake 

         Dept. of Electronics and Tele-Comm           Dept. of Applied Electronics,               Sipna’s College of Engineering and Tech 

          Sipna’s college of engg. and technology,         SGB, Amravati University                              SGB Amravati university                           

                    SGB Amravati university                   

                             
Abstract— This paper addresses an important and vital problem within the general area of character recognition, namely recognizing 

Marathi handwritten numerals. Artificial neural network approaches have been recognized as a powerful tool for handwritten 

numeral recognition. This paper demonstrates the use of single hidden layer MLP NN as a classifier for handwritten Marathi 

Numerals of Devnagari script. In present study, a MLP NN is designed with Tan sigmoid activation function for hidden and Log 

sigmoid function for output layer with neurons in hidden layer varied from 16 to 128 in steps of 16, constitutes 8 configurations of 

MLP NN trained three times each with memory efficient and fast Scaled Conjugate Gradient (SCG) algorithm. An image (64x64) of 

handwritten digits act as an input to the network, the training is controlled by early stopping criteria so that optimal network is 

derived. The intended network is analysed on various performances metric such as mse, best linear fit, correlation coefficient and 

misclassification rate. The scruples analysis of the result on different data partitions such as training, validation and testing provides 

best network to be further analysed. Further it is shown that the average classification accuracy for the best network is 98.35%, 

89.71%, 91.28% and 96.77% on training, validation, testing and overall dataset respectively. On the basis of confusion matrix, results 

are elaborated with % misclassification for each output class distributed uniformly within dataset of 4465 samples. Network 

complexity in terms of weights and bias is 492938 connections from input to output. 

 
Keywords— Handwritten Numerals recognition, MLP, Scaled Conjugate Gradient (SCG) algorithm, best regression fit, Confusion 

Matrix, log-sigmoid, tan-sigmoid. 

 

I. INTRODUCTION 

Pattern recognition is formally defined as the process 

whereby received patterns are assigned to one of a prescribed 

number of classes (categories). The goal of pattern-

recognition is to build machines, called classifiers that will 

automatically assign measurements to classes. A natural way 

to make class assignment is to define the decision surface. The 

decision surface is not trivially determined for many real-

world problems. The central problem in pattern recognition is 

to define the shape and placement of the boundary so that the 

class-assignment errors are minimized. In classification 

problem, the task is to assign new inputs to one of a number of 

discrete classes or categories. Here, the functions that we seek 

to approximate are the probabilities of membership of the 

different classes expressed as functions of the input variables. 

In classification, we accept a priori that different input data 

may be generated by different mechanisms and the goal is to 

separate the data as well as possible into classes. Here, the 

input data is assumed to be multi-class, and the purpose is to 

separate them into classes as accurately as possible. The 

desired response is a set of arbitrary labels (a different integer 

is normally assigned to each of the classes), so every element 

of a class will share the same label. Here, the functions that 

we seek to approximate are the probabilities of membership of 

the different classes expressed as functions of the input 

variables. Class assignments are mutually exclusive, so a 

classifier needs a nonlinear mechanism such as an all-or- 

nothing switch. A neural network performs pattern recognition 

by first undergoing a training session, during which the 

network is repeatedly presented a set of input patterns along 

with the category to which each particular pattern belongs. 

Later, a new pattern is presented to the network that has not 

been seen before, but which belongs to the same population of 

patterns used to train the network. The network is able to 

identify the class of that particular pattern because of the 

information it has extracted from the training data. Pattern 

recognition performed by a neural network is statistical in 

nature, with the patterns being represented by points in a 

multidimensional decision space. The decision space is 

divided into regions, each one of which is associated with a 

class. The decision boundaries are determined by the training 

process. The construction of theses boundaries is made 

statistical by the inherent variability that exists within and 

between classes. It is very difficult to know which training 

algorithm will be the fastest for a given problem. It depends 

on many factors, including the complexity of the problem, the 

number of data points in the training set, the number of 
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weights and biases in the network, the error goal, and whether 

the network is being used for pattern recognition (discriminate 

analysis) or function approximation (regression). Character 

recognition in general and handwritten character recognition 

in particular, has been an important research area for several 

decades. So much work done by researcher on it like, To 

recognizing touching in handwritten numeral strings they 

utilizing multiagents which performed parallels that 

introduced two agents have developed to work on the thinned 

image[1].Handwritten Digit Recognition by Neural Networks 

with Single-Layer Training is also implemented for 

handwritten numeral recognition[2].Similarly Modelling the 

Manifolds of Images of Handwritten Digits model in which 

The models allow a priori information about the structure of 

the manifolds to be combined with empirical 

data[3].Recognizing Handwritten Digits Using Hierarchical 

Products of Experts, in which main result is that it is possible 

to achieve discriminative performance comparable with state-

of-the-art methods using a system [4]. Representation and 

Recognition of Handwritten Digits Using Deformable 

Templates in these two characters are matched by deforming 

the contour of one to fit the edge strengths of the other, and a 

dissimilarity measure is derived from the amount of 

deformation needed, the goodness of fit of the edges, and the 

interior overlap between the deformed shapes [5].Handwritten 

Digit Recognition by Adaptive-Subspace Self-Organizing 

Map (ASSOM) is a recent development in self-organizing 

map (SOM) computation [6]. Automatic Feature Generation 

for Handwritten Digit Recognition different evaluation 

measures orthogonally and information, are used to guide the 

search for features. The features are used in a back 

propagation trained neural network [7]. Since the early days of 

the development of neural networks, the applicability of these 

systems to automatic character recognition has been 

extensively studied by various research groups, A two-stage 

approach for segmentation and recognition of handwritten 

digit strings collected from mail pieces[8]. New learning 

method of multi-output Binary neural networks (BNN) is 

proposed for handwritten digit recognition based on simulated 

light sensitive model [9]. The performance of character 

recognition system is largely depending on proper feature 

extraction and correct classifier selection, for this purpose 

method proposed like Applications of Neural Network Chips 

and Automatic Learning in these two new methods for 

achieving handwritten digit recognition [10]. Slow Feature 

Analysis (SFA) is an unsupervised algorithm by extracting the 

slowly varying features from time series and has been used to 

pattern recognition successfully [11]. Method for calculating 

first-order derivative based feature saliency information in a 

trained neural network and its application to handwritten digit 

recognition [12]. Another different method proposed by 

researchers and carried out work On a Clustering Method for 

Handwritten Numeral recognition [13]. During the past half 

century, significant research efforts have been devoted to 

character recognition, a rapid feature extraction method is 

proposed and named as Celled Projection (CP) that compute 

the projection of each section formed through partitioning an 

image [14].Method of recognizing handwritten digits by 

fitting generative models that are built from deformable B-

splines with Gaussian "ink generators" spaced along the 

length of the spline. The splines are adjusted using a novel 

elastic matching procedure based on the Expectation 

Maximization (EM) algorithm that maximizes the likelihood 

of the model generating the data [15] [16].A method of 

recognizing unconstrained handwritten numerals using a 

knowledge base is proposed for handwritten digit recognition, 

some describe system has a generalized recognition scheme 

based on a knowledge base [17].Researcher proposed 

classification method. Data classification method based on the 

tolerant rough set that extends the existing equivalent rough 

set is proposed and the similarity measure by the distance 

function of attributes between two objects, to determine the 

tolerant set among the objects[18][19]. Polygonal 

approximations generate quite powerful features for 

classification [20]. Four algorithms developed independently 

by researcher team This shows that it is possible to reduce the 

substitution rate to a desired level while maintaining a fairly 

high recognition rate in the classification of totally 

unconstrained handwritten ZIP code numerals[21]. Due to the 

variability of character spacing and the presence of breaking 

or touching characters, reliable segmentation prior to 

classification is impossible. In integrated segmentation and 

recognition of character strings, the underlying classifier is 

trained to be resistant to non-characters. Evaluate the 

performance of state-of-the-art pattern classifiers of this kind 

[22] [23].Pioneering effort for the development of handwritten 

numeral database of Indian scripts proposed by researcher 

[24]. In this paper, a design of classifier for classification of 

handwritten Marathi Numerals has been investigated using 

MLP neural network trained with Scaled Conjugate Gradient 

algorithm on the local database. Neural network designed, for 

varying number of neurons in hidden and output layer. The 

paper is organized as follows. First the Optimal MLP NN 

architecture for classification of handwritten Devnagari 

numeral is discussed. Later, the experimentation with tan 

sigmoid activation functions in hidden layer and log sigmoid 

transfer function in output layer is carried out with different 

trials. The best MLP NN based classifier is derived from 

various trials for the multi class classification task. Finally the 

result analysis is carried out on various performance measures 

such as MSE, R-value (correlation coefficients), and precents 

classification accuracy for MLP NN with various trials. A 64-

bit version of MATLAB® with Neural Network Toolbox 

running on desktop PC (Intel® Core™2 Duo CPU E8400 

@3.00 GHz with 4GB of RAM) is specifically used for 

obtaining results.  

 

II. MLP NEURAL NETWORK 

ARCHITECTURE 

A. Design of a MLP NN based Classifier 

  The multilayer feed-forward neural network can be used for 

both function fitting and pattern recognition problems. With 
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the addition of a tapped delay line, it can also be used for 

prediction problems [25] [26].Multiple layers of neurons with 

nonlinear transfer functions allow the network to learn 

nonlinear relationships between input and output vectors. The 

linear output layer is most often used for function fitting (or 

nonlinear regression) problems. On the other hand, if we want 

to constrain the outputs of a network (such as between 0 and 

1), then the output layer should use a sigmoid transfer 

function. This is the case when the network is used for pattern 

recognition problems (in which a decision is being made by 

the network). The configuration of the MLP NN is determined 

by the number of hidden layers, number of the neurons in each 

of the hidden layers, as well as the type of the activation 

functions used for the neurons. It has been established that an 

MLP NN that has only one hidden layer, with a sufficient 

number of neurons, acts as universal approximators of non-

linear mappings [27]. Experimentally, it can be verified that 

the addition of extra hidden layer can enhance the 

discriminating ability of the NN model. However, it does so at 

the cost of the added computational complexity. The task of 

determining the weights from these examples is called training 

or learning. That is, the weights are estimated from the 

examples in such a way that the network, according to some 

metric, models the true relationship as accurately as possible. 

B. Training the MLP NN with Scaled Conjugate Gradient 

(SCG) Method 

The supervised mode of training process requires a set of 

examples of proper network behavior, network inputs 
p

 and 

target outputs 
y

.The process of training a neural network 

involves tuning the values of the weights and biases of the 

network to optimize network performance. The performance 

function F for feed forward networks is mean square error 

( mse ), the average squared error between the network outputs 
a  and the target outputs 

y
is defined as follows 

   
2 2

1 1

1 1N N

i i i

i i

F mse e y a
N N 

    
 (1) 

There are two different ways in which training can be 

implemented: incremental mode and batch mode. In 

incremental mode, the gradient is computed and the weights 

are updated after each input is applied to the network. In batch 

mode, all the inputs in the training set are applied to the 

network before the weights are updated. The batch training is 

significantly faster and produces smaller errors than 

incremental training. For training multilayer feed forward 

networks, any standard numerical optimization algorithm [28] 

[29] can be used to optimize the performance function, but 

there are a few key ones that have shown excellent 

performance for neural network training. These optimization 

methods use either the gradient of the network performance 

with respect to the network weights, or the Jacobian of the 

network errors with respect to the weights. The gradient and 

the Jacobian are calculated using a technique called the back 

propagation algorithm, which involves performing 

computations backward through the network. The back 

propagation computation is derived using the chain rule of 

calculus. Let us consider the simplest optimization algorithm 

gradient descent. It updates the network weights and biases in 

the direction in which the performance function decreases 

most rapidly, the negative of the gradient. Iteration of this 

algorithm can be written as  

1k k k kw w g     (2) 

Where kw
a vector of current weights and biases, kg

 is the 

current gradient, and k is the learning rate. The fastest 

training algorithm is generally Levenberg-Marquardt 

algorithm [30].The quasi-Newton method is also quite fast. 

But both of these methods tend to be less efficient for large 

networks (with thousands of weights), since they require more 

memory and more computation time for these cases. Also, 

Levenberg-Marquardt performs better on function fitting 

(nonlinear regression) problems than on pattern recognition 

problems. When training the pattern recognition networks, 

Scaled Conjugate Gradient (SCG) and Resilient Back 

propagation (RB) are good choices. Their memory 

requirements are relatively small, and yet they are much faster 

than standard gradient descent algorithms. Scaled Conjugate 

Gradient (SCG) [31] is a supervised learning algorithm for 

feed forward neural networks, and is a member of the class of 

conjugate gradient methods. SCG is second order method 

means that, it makes use of the second derivatives of the goal 

function, while first-order techniques like standard back 

propagation only use the first derivatives. A second order 

technique generally finds a better way to a (local) minimum 

than a first order technique, but at a higher computational cost. 

SCG has been shown to be considerably faster than standard 

back propagation and then other CGMs [32]. 

C. Performance measures 

 Mean Square Error (MSE):  The process of training a 

neural network involves tuning the values of the weights 

and biases of the network to optimize network 

performance; it measures the network's performance 

according to the mean of squared errors.  

 Regression Analysis: The performance of a trained 

network can be measured to some extent by the errors on 

the training, validation, and test sets, but it is often useful 

to investigate the network response in more detail. One 

option is to perform a regression analysis between the 

network response a  and the corresponding targets
y

. In 

regression analysis, the equation of „best linear fit‟ is 

estimated in least squares sense. 

  If there were a perfect fit (outputs exactly equal to targets), 

the slope would be 1, and the y-intercept would be 0.  
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 Correlation Coefficient (R-value): The correlation 

coefficient (R-value) between the network outputs and 

targets is a measure of how well the variation in the output 

is explained by the targets. If this number is equal to 1, 

then there is perfect correlation between targets and 

outputs. R-value close to 1 indicates a good fit. 18 

 Confusion Matrices: A confusion matrix is a simple 

methodology for displaying the classification results of a 

network. The confusion matrix is defined by labeling the 

desired classification on the rows and the predicted 

classifications on the columns.  

III. MLP NN AS A CLASSIFIER 

A. Dataset Used in the Experimental Setup 

The handwritten numeral dataset is derived from images 

obtained by scanning the handwritten Numerals. Each 

individual subject was asked to write a set of 10 numerals on 

A4 sized paper with blue or black pen 10 to 12 times. Each 

page digitized into RGB bitmap image using Astra 3400 

scanner with the resolution of 400 dpi. Each scanned image is 

further processed to extract individual Numerals and stored in 

local database. Thus the dataset formed, consist of 4500 

images of Numerals of variable size distributed uniformly 

among 10 classes, where each numeral (class) is repeated 450 

times. Figure1 shows the typical digit set with 10 classes. The 

raw data (4465 out of 4500 images were selected, one sample 

of digit “Eight” and 34 samples of digit “Nine” are discarded) 

is stored as a multidimensional cell array in secondary storage, 

act as a local database.  

 

Fig.1 The typical handwritten digit set showing 10 classes. 

B. Pre-processing 

Morphology is a broad set of image processing operations that 

process images based on shapes. All 4465 images are 

converted into binary images; from binary image all 

connected components (objects) that have fewer than
p

pixels 

are removed by morphological operation. Extra columns and 

rows filled with zeros are removed by automated process. 

Finally all images are resized to 64x64 pixels each are now 

ready for further processing Thus for each 64x64 image, we 

have array of 4096 features (observations). The complete 

database of 4465 images is represented as matrix of 

4096x4465 constitutes an input to the neural network. The 

target is represented as matrix of 10x4465 constitutes the 

desired output of neural network. Figure 2 and 3 shows the 

block diagram of proposed system used during training and 

testing phase.  

C. Dataset Partitions   

In order improve the generalization during training of 

multilayer networks; the general practice is to first divide 

the data into three subsets. The first subset is the training 

set, which is used for computing the gradient and updating 

the network weights and biases. The second subset is the 

validation set. The error on the validation set is monitored 

during the training process. The validation error normally 

decreases during the initial phase of training, as does the 

training set error. However, when the network begins to 

over-fit the data, the error on the validation set typically 

begins to rise. 

  

Fig. 2 Training Phase of handwritten digit classifier 

 
 

Fig.3 Testing Phase of handwritten digit classifier 

The network weights and biases are saved at the minimum of 

the validation set error. The test set error is not used during 

training, but it is used to compare different models. It is also 

useful to plot the test set error during the training process. 

Multilayer networks can be trained to generalize well within 

the range of inputs for which they have been trained. 

However, they do not have the ability to accurately 

extrapolate beyond this range, so it is important that the 

training data span the full range of the input space. Hence 

dataset (4096x4465) is divided randomly into three subsets; 

Table I shows the data partition scheme for three different 

trials T1 to T3.  

                           Table I. Data Partition Scheme (Input: Output) 
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The training set is 80%, validation and test sets are 10% each 

randomly selected from 4465 exemplars, so as to increase the 

robustness of proposed MLP neural network.  Table II shows 

various parameters for MLP NN classifier used in the 

simulations. 

Table II. Various parameters for MLP NN classifier learning with SCG 
algorithm for Tan-Log sigmoid Transfer Function 

 

IV. EXPERIMENTAL DETERMINATION 

OF NN 

A. MLP NN with tan-log sigmoid transfer functions 

MLP NN architecture as mentioned in fig. 4 shows use of tan 

sigmoid neurons in hidden layer and log sigmoid in output 

layer. As apparent from the network, it has 4096 inputs 

connected to predefined neurons in hidden layer and 10 

neurons in the output layer. Neurons in hidden layer are varied 

from 16 to 128 in step of 16. 

 

Fig. 4 MLP Neural Network (Tan-sigmoid transfer. function in                       

hidden layer and Log-sigmoid transfer function in output layer). 

The error on the validation set is monitored during the training 

process. When the validation error increases for a specified 

number of iterations, the training is stopped, and the weights 

and biases at the minimum of the validation error are saved as 

a best network. The above mentioned NN network is trained 

for three different trials with random initialization each time. 

Figure 4 and Figure 5 depicts the performance measure (mse) 

and classification accuracy respectively for trial T1, similar 

results are obtained for trials T2 and T3.  

 
Fig. 5 Performances of NN vs. number of neurons during trial 

T1. 

Table III depicts the performance measure (mse) for the NN 

on account of various trials T1 to T3 for 1000 epochs. From 

table III, it is evident that none of the trial last up to 1000 

epochs because of early stopping criterion. The performance 

metric of best network with 128 neurons in hidden layer is 

shown in figure 6; the best network on account of minimum 

validation error of 0.018531 is discovered at epoch 158. 

 
Fig.6 % classification accuracy vs. number of neurons during 

trial T1. 

Training continued further until epoch 232, where it is stopped 

due to early stopping criterion on validation stop. Figure 8 

also shows the graph of gradient versus epoch during the 

training of best network, which is also the criterion for early 

stopping. 

  
Fig. 7 Performance of network with 128 neurons 
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Fig. 8 Training state of network with 128 neurons 
 

 

TABLE III Overall performance of the classifier for different trials (columns header 1, 2, 3, 4 and 5 represents slope, y-intercept, r-value, mse and % overall 

accuracy on training, validation, testing and overall datasets respectively

 

 
 

The regression analysis of „best linear fit’ is estimated in least 

squares sense, which provides slope and y-intercept for „best 

linear fit’ along with correlation coefficient (R-value) are also 

depicted in table III for each trial. Figure 9 shows regression 

line „best linear fit’ for training, validation, testing and overall 

data set during trial T1 with 128 neurons in hidden layer. If 

we see the regression line corresponding to training set 

indicates that the neural network has been generalized well on 

training dataset with exception of few observations. 
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Fig. 9  Regression fit (best linear fit) for (a) training, (b) validation, (c) testing 

and (d) Total dataset 

The slope of best fit is 0.980 along with correlation coefficient 

(R-value) of 0.991 confirms the optimal training. Similar 

analysis on validation and test dataset is carried out indicates 

slope value of 0.805 and 0.812 and correlation coefficient of 

0.892 and 0.901, these values are some extent not close to 

unity indicates the network in-ability to generalize on unseen 
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data. This provides an intuition to modify the configuration of 

network or reduce the dimensionality of data. 

V. RESULT ANALYSIS AND 

DISCUSSION 

    As discussed in previous section, the best network is fixed 

for 128 neurons in hidden layer. The best network is retrieved 

as a structure from local storage, it‟s complexity in terms of 

network weight is 492938 connections from input to output. 

 

Where is bias which is treated as single node ( ). 

As a classifier the final output is always percentage error on 

misclassification on individual output classes (digits), the 

confusion matrix as mentioned in Figure 8 portray the % 

misclassification rate  

   
 

   
 

Fig. 10 Confusion Matrix for (a) training, (b) validation, (c) testing and (d) 
Total dataset 

Finally, the consolidate result of misclassification is calculated 

from confusion matrix, Table IV given below shows % 

misclassification among the individual classes. 

 
TABLE IV. Overall performance of the classifier with 128 neurons 

 

Table IV indicates misclassification rate of 22.45% for digit 

“1” in test set. 

VI. CONCLUSION 

As a classifier, the best one hidden layer MLP NN with 

Tan-log activation function for hidden and output layer 

investigated gives an impression to perform reasonably. When 

it is evaluated on the training instances, it works as an almost 

good classifier with error rate of 1.65% on training. Here, the 

regression fit is found to be 0.991. On validation dataset, the 

error rate was significantly higher that is 10.29%, the 

regression fit is found to be 0.892. On test dataset, the error 

rate was that is 8.72%, the regression (best linear) fit is found 

to be 0.901.  Thus it results in overall average classification 

accuracy of 96.77%.  Overall single hidden layer MLP NN 

with Tan-log activation function demonstrate its acceptable 

discriminating ability in separating data possibly into 10 

classes at the cost of increase computational complexity of 

492938 connections from input to output. This provides an 

intuition to modify the configuration of network or reduce the 

dimensionality of data. 
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