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 Abstract- Digital video techniques have been used for a number of years, for example in the television broadcasting industry. 

However, until recently a number of factors have prevented the wide spread use of digital video. An analog video signal typically 

occupies a bandwidth of a few mega hertz .However, when it is converted into digital form, at an equivalent quality, the digital 

version typically has a bit rate well over 100 Mbps. This bit rate is too high for most networks or processors to handle. Therefore, 

the digital video information has to be compressed before it can be stored or transmitted Over the last couple of decades, digital 

video compression techniques have been constantly improving. Many international standards that specialize in different digital 

video applications have been developed or are being developed. At the same time, processor technology has improved dramatically 

in recent years. The availability of cheap, high-performance processors together with the development of international standards 

for video compression has enabled a wide range of video communications applications. 
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I. INTRODUCTION 

The latest video compression standard, H.264 (also 

known as MPEG-4 Part 10/AVC for Advanced Video 

Coding), is expected to become the video standard of 

choice in the coming years. H.264 is an open, 

licensed standard that supports the most efficient 

video compression techniques available today. 

Without compromising image quality, an H.264 

encoder can reduce the size of a digital video file by 

more than 80% compared with the Motion JPEG 

format and as much as 50% more than with the 

MPEG-4 Part 2 standard. This means that much less 

network bandwidth and storage space are required for 

a video file. Or seen another way, much higher video 

quality can be achieved for a given bit rate .Jointly 

defined by standardization organizations in the 

telecommunications and IT industries, H.264 is 

expected to be more widely adopted than previous 

standards. H.264 has already been introduced in new 

electronic gadgets such as mobile phones and digital 

video players, and has gained fast acceptance by end 

users. Service providers such as online video storage 

and telecommunications companies are also 

beginning to adopt H.264. economies of reduced 

bandwidth and storage needs will deliver the biggest 

savings In the video surveillance industry, H.264 will 

most likely find the quickest traction in applications 

where there are demands for high frame rates and 

high resolution, such as in the surveillance of 

highways, airports and casinos, where the use of 

30/25 (NTSC/PAL) frames per second is the norm. 

This is where the economies of reduced bandwidth 

and storage needs will deliver the biggest savings. 

H.264 is also expected to accelerate the adoption of 

megapixel cameras since the highly efficient 

compression technology can reduce the large file 

sizes and bit rates generated without compromising 

image quality. There are tradeoffs, however. While 

H.264 provides savings in network bandwidth and 

storage costs, it will require higher performance 

network cameras and monitoring stations. 

 

II. DEVELOPMENT OF H.264 

H.264 is the result of a joint project between the ITU-

T’s Video Coding Experts Group and the ISO/IEC 

Moving Picture Experts Group (MPEG). ITU-T is the 
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sector that coordinates telecommunications standards 

on behalf of the International Telecommunication 

Union. ISO stands for International Organization for 

Standardization and IEC stands for International 

Electro technical Commission, which oversees 

standards for all electrical, electronic and related 

technologies. H.264 is the name used by ITU-T, 

while ISO/IEC has named it MPEG-4 Part 10/AVC 

since it is presented as a new part in its MPEG-4 

suite. The MPEG-4 suite includes, for example, 

MPEG-4 Part 2, which is a standard that has been 

used by IP-based video encodersand network 

cameras. Designed to address several weaknesses in 

previous video compression standards, H.264 

delivers on its goals of supporting: 

 

> Implementations that deliver an average bit rate 

reduction of 50%, given a fixed video quality  

compared with any other video standard  

> Error robustness so that transmission errors over 

various networks are tolerated 

> Low latency capabilities and better quality for 

higher latency 

> Straightforward syntax specification that simplifies 

implementations 

> Exact match decoding, which defines exactly how 

numerical calculations are to be made by an 

  encoder and a decoder to avoid errors from 

accumulating 

  H.264 also has the flexibility to support a wide 

variety of applications with very different bit rate 

requirements. For example, in entertainment video 

applications—which include broadcast, satellite, 

cable and DVD—H.264 will be able to deliver a 

performance of between 1 to 10 Mbit/s with high 

latency, while for telecom services, H.264 can deliver 

bit rates of below 1 Mbit/s with low latency. 

 

III. HOW VIDEO COMPRESSION WORKS 

Video compression is about reducing and removing 

redundant video data so that a digital video file can 

be effectively sent and stored. The process involves 

applying an algorithm to the source video to create 

a compressed file that is ready for transmission or 

storage. To play the compressed file, an inverse 

algorithm is applied to produce a idea of that shows 

virtually the same content as the original source 

video. The time it takes to compress, send, 

decompress and display a file is called latency. The 

more advanced the compression algorithm, the higher 

the latency, given the same processing power. A pair 

of algorithms that works together is called a video 

codec (encoder/decoder). Video codecs that 

implement different standards are normally not 

compatible with each other; that is, video content that 

is compressed using one standard cannot be 

decompressed with a different standard. For instance, 

an MPEG-4 Part 2 decoder will not work with an 

H.264 encoder. This is simply because one algorithm 

cannot correctly decode the output from another 

algorithm but it is possible to implement many 

different algorithms in the same software or 

hardware, which would then enable multiple formats 

to be compressed. Results from encoders that use the 

same compression standard may also vary because 

the designer of an encoder can choose to implement 

different sets of tools defined by a standard. As long 

as the output of an encoder conforms to a standard’s 

format and decoder, it is possible to make different 

implementations. This is advantageous because 

different implementations have different goals and 

budget. Professional non-real-time software encoders 

for mastering optical media should have the option of 

being able to deliver better encoded video than a real-

time hardware encoder for video conferencing that is 

integrated in a hand-held device. A given standard, 

therefore, cannot guarantee a given bit rate or quality. 

Furthermore, the performance of a standard cannot be 

properly compared with other standards, or even 

other implementations of the same standard, without 

first defining how it is implemented. A decoder, 

unlike an encoder, must implement all the required 

parts of a standard in order to decode a compliant bit 

stream. This is because a standard specifies exactly 

how a decompression algorithm should restore every 

bit of a compressed video. The graph below provides 

a bit rate comparison, given the same level of image 

quality, among the following video standards: Motion 

JPEG, MPEG-4 Part 2 (no motion compensation), 

MPEG-4 Part 2 (withmotion compensation) and 

H.264 (baseline profile). 4. h.264 profiles and levels 

The joint group involved in defining H.264 focused 

on creating a simple and clean solution, limiting 

options and features to a minimum. An important 

aspect of the standard, as with other video standards, 

is providing the capabilities in profiles (sets of 

algorithmic features) and levels (performance 

classes) that optimally support popular productions 

and common formats. H.264 has seven profiles, each 

targeting a specific class of applications. Each profile 

defines what feature set the encoder may use and 

limits the decoder implementation complexity.  

Network cameras and video encoders will most likely 

use a profile called the baseline profile, which is 

intended primarily for applications with limited 

computing resources. The baseline profile is the most 

suitable given the available performance in a real-

time encoder that is embedded in a network video 

product. The profile also enables low latency, which 

is an important requirement of surveillance video and 

also particularly important in enabling real-time, 

pan/tilt/zoom (PTZ) control in PTZ network cameras. 
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IV. UNDERSTANDING FRAMES 

 

Depending on the H.264 profile, different types of 

frames such as I-frames, P-frames and B-frames, may 

be used by an encoder. An  I-frame, or intra frame, is 

a self-contained frame that can be independently 

decoded without anyreference to other images. The 

first image in a video sequence is always an I-frame. 

I-frames are neededas starting points for new viewers 

or resynchronization points if the transmitted bit 

stream is damaged.I-frames can be used to implement 

fast-forward, rewind and other random access 

functions. An encoderwill automatically insert I-

frames at regular intervals or on demand if new 

clients are expected to join in viewing a stream. The 

drawback of I-frames is that they consume much 

more bits, but on the other hand, they do not generate 

many artifacts. A P-frame, which stands for 

predictive inter frame, makes references to parts of 

earlier I and/or P frame(s) to code the frame. P-

frames usually require fewer bits than I-frames, but a 

drawback is that they are very sensitive to 

transmission errors because of the complex 

dependency on earlier P and I reference frames. 

A B-frame, or bi-predictive inter frame, is a frame 

that makes references to both an earlier reference 

frame and a future frame. 

 
 

A typical sequence  with I-, B- and P-frames. A P-

frame may only reference preceding I- or P-frames, 

while a B-frame may reference both preceding and 

succeeding I- or P-frames. 

 

 

V.  BASIC METHODS OF REDUCING 

DATA 

A variety of methods can be used to reduce video 

data, both within an image frame and between a 

series of frames .Within an image frame, data can be 

reduced simply by removing unnecessary 

information, which will have an impact on the image 

resolution. In a series of frames, video data can be 

reduced by such methods as difference coding, which 

is used by most video compression standards 

including H.264. In difference coding, a frame is 

compared with a reference frame (i.e. earlier I- or P-

frame) and only pixels that have changed with 

respect to the reference   frame are coded. In this 

way, the number of pixel values that are coded and 

sent is reduced. 

 
With Motion JPEG format, the three images in the 

above sequence are coded and sent as separate unique 

images (I-frames) with no dependencies on each 

other. 

 
With difference coding (used in most video 

compression standards including H.264), only the 

first image (I-frame) is coded in its entirety. In the 

two following images (P-frames), references are 

made to the first picture for the static elements, i.e. 

the house, and only the moving parts, i.e. the running 

man, is coded using motion vectors, thus reducing the 

amount of information that is sent and stored. 

The amount of encoding can be further reduced if 

detection and encoding of differences is based on 

blocks of pixels (macroblocks) rather than individual 

pixels; therefore, bigger areas are compared and 

only blocks that are significantly different are coded. 

The overhead associated with indicating the 

location of areas to be changed is also reduced. 

 

VI. EFFICIENCY OF H.264 

H.264 takes video compression technology to a new 

level. With H.264, a new and advanced intra 

prediction scheme is introduced for encoding I-

frames. This scheme can greatly reduce the bit size of 
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an 

I-frame and maintain a high quality by enabling the 

successive prediction of smaller blocks of pixels 

within each macroblock in a frame. This is done by 

trying to find matching pixels among the earlier- 

encoded pixels that border a new 4x4 pixel block to 

be intra-coded. By reusing pixel values that have 

already been encoded, the bit size can be drastically 

reduced. The new intraprediction is a key part of the 

H.264 technology that has proven to be very 

efficient. For comparison, if only I-frames were used 

in an  H.264 stream, it would have a much smaller 

file size than a Motion JPEG stream, which uses only 

I-frames. 

 
Illustrations of some of the modes that intra 

prediction can take in coding 4x4 pixels within one of 

the 16 blocks that make up a macroblock. Each of the 

16 blocks in a macroblock may be coded using 

different modes. 

 
 

The above images illustrate the efficiency of H.264’s 

intra prediction scheme, whereby the intra predicted 

image is sent for “free”. Only the residual content 

and the intra prediction modes need to be coded to 

produce the output image. Block-based motion 

compensation—used in encoding P- and B-frames—

has also been improved in H.264. An H.264 encoder 

can choose to search for matching blocks—down to 

sub-pixel accuracy—in a few or many areas of one or 

several reference frames. The block size and shape 

can also be adjusted to improve a match. In areas 

where no matching blocks can be found in a 

reference frame, intra-coded macroblocks are used. 

The high degree of flexibility in H.264’s block-based 

motion compensation pays off in crowded 

surveillance scenes where the quality can be 

maintained for demanding applications. Motion 

compensation is the most demanding aspect of a 

video encoder and the different ways and degrees 

with which it can be implemented by an H.264 

encoder can have an impact on how efficiently video 

is compressed. 

 

VII. CONCLUSION 

H.264 presents a huge step forward in video 

compression technology. It offers techniques that 

enable 

better compression efficiencies due to more accurate 

prediction capabilities, as well as improved 

resilience to errors. It provides new possibilities for 

creating better video encoders that enable higher 

quality video streams, higher frame rates and higher 

resolutions at maintained bit rates (compared with 

previous standards), or, conversely, the same quality 

video at lower bit rates. 

H.264 represents the first time that the ITU, ISO and 

IEC have come together on a common, international 

standard for video compression. Due to its flexibility, 

H.264 has been applied in diverse areas such as 

high-definition DVD (e.g. Blu-ray), digital video 

broadcasting including high-definition TV, online 

video 

storage (e.g. YouTube), third-generation mobile 

telephony, in software such as QuickTime, Flash and 

Apple Computer’s MacOS X operating system, and 

in home video game consoles such PlayStation 3. 

With support from many industries and applications 

for consumer and professional needs, H.264 is 

expected to replace other compression standards and 

methods in use today. 

As the H.264 format becomes more broadly available 

in network cameras, video encoders and video 

management software, system designers and 

integrators will need to make sure that the products 

and 

vendors they choose support this new open standard. 

And for the time being, network video products that 

support both H.264 and Motion JPEG are ideal for 

maximum flexibility and integration possibilities. 

 



          Volume 2, issue 1, January 2012                                                                                                         www.ijarcsse.com 

© 2012, IJARCSSE All Rights Reserved                                                                                                                

 

 

ACKNOWLEDGMENT 

H.264 is now a widely adopted standard, and 

represents the first time that the ITU, ISO and IEC 

have 

come together on a common, international standard 

for video compression. H.264 entails significant 

improvements in coding efficiency, latency, 

complexity and robustness. It provides new 

possibilities for creating better video encoders and 

decoders that provide higher quality video streams at 

maintained bit-rate (compared to previous standards), 

or, conversely, the same quality video at a lower bit-

rate. There will always be a market need for better 

image quality, higher frame rates and higher 

resolutions with minimized bandwidth consumption. 

H.264 offers this, and as the H.264 format becomes 

more broadly available in network cameras, video 

encoders and video management software, system 

designers and integrators will need to make sure that 

the products and vendors they choose support this 

new open standard. And for the time being, network 

video products that support several compression 

formats are ideal for maximum flexibility and 

integration possibilities. 

REFERENCES 

 

 

[1] T. Akiyama et al., MPEG-2 video codec using 

image compression DSP, IEEE Transactions on 

Consumer Electronics 40 (3) (1994) 466472. 

1074I. Ahmad et al. / Parallel Computing 28 (2002) 

10391078 

[2] S.M. Akramullah, I. Ahmad, M.L. Liou, A 

software based H.263 video encoder using network 

ofworkstations, in: Proceedings of SPIE, vol. 3166, 

1997. 

[3] S.M. Akramullah, I. Ahmad, M.L. Liou, A data-

parallel approach for real-time MPEG-2 video 

encoding, Journal of Parallel and Distributed 

Computing 30 (2) (1995) 129146. 

[4] S.M. Akramullah, I. Ahmad, M.L. Liou, 

Performance of a software-based MPEG-2 video 

encoder on parallel and distributed systems, IEEE 

Transactions on Circuits and Systems for Video 

Technology 7 (4) (1997) 687695. 

[5] S.M. Akramullah, I. Ahmad, M.L. Liou, Parallel 

MPEG-2 encoder on ATM and ethernet- 

connected workstations, in: Proceedings of 4th 

International Conference on Parallel Computation, 

Salzburg, Austria, February 1999, pp. 572574. 

[6] S.M. Akramullah, I. Ahmad, M.L. Liou, 

Optimization of H.263 video encoding using a single 

processor computer: Performance trade-o 

Systems for Video Technology 11 (8) (2001) 901915. 

[7] W. Badawy, M. Bayoumi, A VLSI architecture 

for 2D mesh-based video object motion estimation, 

in: International Conference on Consumer 

Electronics, 2000, pp. 124125. 

[8] Y. Arai, T. Agui, M. Nakajima, A fast DCT-SQ 

scheme for images, Transactions IEICE (1971) 

10951097. 

[9] S. Bhattacharjee et al., A parallel architecture for 

video compression, in: Proceedings of Tenth 

International Conference on VLSI Design, 1997, pp. 

247252. 

[10] S. Bozoki, R.L. Lagendijk, Scene adaptive rate 

control in a distributed parallel MPEG video 

encoder, in: International Conference on Image 

Processing, vol. 2, 1997, pp. 780783. 

[11] O. Cantineau, J.D. Legat, client parallelization 

of an MPEG-2 codec on a TMS320C80 video 

processor, in: 1998 International Conference on 

Image Processing, vol. 3, 1998, pp. 977980. 

[12] H.C. Chang et al., A VLSI architecture design of 

VLC encoder for high data rate video/image 

coding, in: Proceedings of the 1999 IEEE 

International Symposium on Circuits and Systems, 

vol. 4,1999, pp. 398401. 

[13] S. Chang, J.-H. Hwang, C.-W. Jen, Scalable 

array architecture design for full search block 

matching, IEEE Transactions on Circuits and 

Systems for Video Technology 5 (4) (1995) 332343. 

[14] S.J. Chang, A high speed VLSI architecture of 

discrete wavelet transform for MPEG-4, IEEE 

Transactions on Consumer Electronics 43 (3) (1997) 

623627. 

[15] F. Charot et al., Toward hardware building 

blocks for software-only real-time video processing: 

themovie approach, IEEE Transactions on Circuits 

and Systems for Video Technology 9 (6) (1999) 882 


