Retinal Fundus Detection Using Skew Symmetric Matrix
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Abstract—The retina is the light sensitive tissue, lining the back of our eye. Light rays are focused onto the retina through our cornea, pupil and lens. The retina converts the light rays into impulses that travel through optic nerve to our brain, where they are interpreted as the images. The task of manually segmenting fundus from retina images is generally time-consuming and difficult. In most settings, the task is done by marking the fundus regions slice-by-slice, which limits the human rater’s view and generates distorted images. Manual segmentation is also typically done largely based on a single image with intensity enhancement provided by an injected contrast agent. In the current research the fundus is detected and extracted in retinal image. Fundus is distinguished from normal tissues by their image intensity, threshold-based or region growing techniques. The fundus in this approach is detected with the help of geometric features. Skew symmetric matrix is used to avoid any angular orientation. In this approach the accuracy on fundus is quite promising. Accuracy of fundus detection is improved according to the area and the acceptance rate. In this approach, once the image is loaded, it is filtered and normalized. Then superpixels are generated using linear iterative clustering approach and the features are generated. From the available set of features, some of the features are selected using sequential forward selection approach. Classifier is constructed in order to determine different classes in a test image. Proposed work is two class problem in which algorithm is applied that consists of skew symmetric matrix. Experimental results show substantial improvements in the accuracy and the performance of fundus detection as well as in false acceptance rate and false rejection rate.
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I. INTRODUCTION

Early detection and treatment of retinal eye diseases is critical to avoid preventable vision loss. Conventionally, retinal disease identification techniques are based on manual observations. Optometrists and ophthalmologists often rely on image operations such as change of contrast and zooming to interpret these images and diagnose results based on their own experience and domain knowledge.

The 2-D retinal scans obtained from imaging instruments [e.g., fundus camera, scanning laser ophthalmoscope (SLO)] may contain structures other than the retinal area. Extraction of such structures is important as a preprocessing step before automated detection of features of retinal diseases.

Fig. 1. Example of (a) a fundus image and (b) an SLO image annotated with true retinal area and ONH.

The purpose of performing this study is to develop a method that can exclude artefacts from retinal scans so as to improve automatic detection of disease features from the retinal scans.

Examples of retinal imaging using fundus camera and SLO are shown in Fig. 1. Due to the wide field of view (FOV) of SLO images, structures such as eyelashes and eyelids are also imaged along with the retina. If these structures are removed, this will enable to register multiview images into a montage, resulting in a completely visible retina for disease diagnosis. In this study, we have constructed a novel framework for the extraction of retinal area in SLO images. The three main steps for constructing our framework include:
The experiment showed that application of\n\begin{itemize}
\item [1)] determination of features that can be used to distinguish between the retinal area and the artefacts;
\item [2)] selection of features which are most relevant to the classification;
\item [3)] Construction of the classifier which can classify out the retinal area from SLO images.
\end{itemize}

For differentiating between the retinal area and the artefacts, we have determined different image-based features which reflect grayscale, textural, and structural information at multiple resolutions. Then, we have selected the features among the large feature set, which are relevant to the classification. The feature selection process improves the classifier performance in terms of computational time.

\section*{II. LITERATURE SURVEY}
There are several image based features which have been represented different retinal structures in fundus image such as colour, illumination, intensity, skewness, texture, sharpness etc. For reducing computational complexity grid analysis containing small patches of the image has been proposed and the mean response of each features aggregated over each patch was taken into account. The features of region of interest of anatomical structures such as optic nerve head and fovea have also been analysed. The strategies for detection and segmentation of eyelids and eyelashes applied on images of the front of the eye, which contains the pupil, eyelids, and eyelashes. On such an image, the eyelashes are usually in the form of lines or bunch of lines grouped together. Therefore, the first step of detecting them was the application of edge detection techniques such as Sobel, Prewitt, Canny, Hough Transform [11], and Wavelet transform [12]. The eyelashes on the iris were then removed by applying nonlinear filtering on the suspected eyelash areas [13]. Since eyelashes can be in either separable form or in the form of multiple eyelashes grouped together, Gaussian filter and Variance filter were applied in order to distinguish among both forms of eyelashes [14]. The experiment showed that separable forms of eyelashes were most likely detected by applying Gaussian filter, whereas Variance filters are more preferable for multiple eyelash segmentation [15]. In an image obtained from SLO, the eyelashes show as either dark or bright region compared to retinal area depending upon how laser beam is focused as it passes the eyelashes. The eyelids show as reflectance region with greater reflectance response compared to retinal area. Therefore, we need to find out features, which can differentiate among true retinal area and the artefacts in SLO retinal scans. The features reflecting the textural and structural difference could have been the suggested choice. These features have been calculated for different regions in fundus images, mostly for quality analysis.

Our methodology is based on analyzing the SLO image-based features, which are calculated for a small region in the retinal image called super pixels. The determination of feature vector for each super pixel is computationally efficient as compared to feature vector determination for each pixel. The super pixels from the images in the training set are assigned the class of either retinal area or artefacts depending upon the majority of pixels in the super pixel belonging to the particular class. The classification is performed after ranking and selection of features in terms of effectiveness in classification. The details of the methods are discussed in the following section.

\section*{III. METHODOLOGY}
Our methodology is based on the following steps:
\begin{itemize}
\item[--] \textbf{Image Preprocessing}
\item[--] \textbf{Generation of Super pixels}
\item[--] \textbf{Feature Generation and selection}
\item[--] \textbf{Classification}
\item[--] \textbf{-implementation of technique on tilted image using skew symmetric matrix}
\end{itemize}

1) Image preprocessing: image preprocessing denotes a processing step transforming a source image into a new which is fundamentally similar to the source image but differs in certain aspects e.g. improved contrast, intensity. Images are preprocessed in order to bring the intensity values of each image into a particular range. Images were normalized by applying a Gamma ($\gamma$) adjustment to bring the mean image intensity to a target value. $\gamma$ was calculated using $\gamma = \log_{10}(\mu_{\text{target}}) - \log_{10}(255) / \log_{10}(\mu_{\text{orig}}) - \log_{10}(255)$ where $\mu_{\text{orig}}$ is the mean intensity of the original image and $\mu_{\text{target}}$ is the mean intensity of the target image. Finally, the Gamma adjustment of the image is given as $Inorm = (I / 255)^\gamma$

2) \textbf{Generation of Superpixels}: The training images after Preprocessing are represented by small regions called superpixels. The generation of the feature vector for each super pixel makes the process computationally efficient as compared to feature vector generation for each pixel. The super pixel generation method used in our retina detector framework is simple linear iterative clustering [18], which was shown to be efficient not only in terms of computational time, but also in terms of region compactness and adherence.

3) \textbf{Feature Generation and selection}: We generate image-based features which are used to distinguish between the retinal area and the artefacts. The GLCM functions characterize the texture of an image by calculating how often pairs of pixel with specific values and in specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from this matrix. Texture can be analyzed using Haralick features [19] by gray level co-occurrence matrix (GLCM) analysis. GLCM determines how often a pixel of a gray scale value $i$ occurs adjacent to a pixel of the value $j$. Four angles. Four angles for observing the pixel adjacency, i.e., $\theta = 0^\circ, 45^\circ, 90^\circ, 135^\circ$ are used. GLCM also needs an offset value $D$, which defines pixel adjacency by certain distance. In our case, offset value is set to 1.
The reason for including gradient feature was illumination no uniformity of the artefacts. In order to calculate these features, the response from Gaussian filter bank is calculated. The Gaussian filter bank includes Gaussian, its two first-order derivatives and three second-order derivatives in horizontal (x) and vertical (y) directions. After convolving the image with the filter bank at a particular channel, the mean value is taken over of each filter response over all pixels of each superpixel.

The features used to define regional attributes were included because superpixels belonging artefacts have irregular shape compared to those belonging the retinal area in an SLO image. The image features are calculated for each superpixel of the images present in the training set and they form a matrix.
Feature selection is used to reduce execution time, determine features which are most relevant to the classification. For feature selection, we have selected sequential forward selection (SFS) approach. In the “SFS approach,” the interaction among features is taken into account. From the available set of features, the feature with the highest area under the curve (AUC) is selected. The next feature is chosen in such a way that when it is used along with the first selected feature, it will give the highest AUC compared to other non-selected features. The process is repeated until ten features were selected, since a higher number of features resulted in a very small improvement in AUC.

4) **Classifier Construction:** In conjunction with manual annotations, the selected features are then used to construct the binary classifier. The result of such a classifier is the superpixel representing either the “true retinal area” or the “artefacts.” The classifier is constructed in order to determine the different classes in a test image. In our case, it is a two class problem: true retinal area and artefacts. We have applied Artificial Neural Networks (ANNs). The ANN is the classification algorithm that is inspired by human and animal brain. It is composed of many interconnected units called artificial neurons. ANN takes training samples as input and determines the model that best fits to the training samples using nonlinear regression. Consider three basic blocks of ANN, i.e., input, hidden layer (used for recoding or providing representation for input), and output layer. More than one hidden layer can be used. The output of each layer is in the form of matrix of floating values.

5) Implementation of technique on tilted image using skew symmetric matrix: Skew symmetric matrix is used to avoid any angular orientation. Skew symmetric matrix is a square matrix whose transpose is its negation; that is, it satisfies the condition $-A = A^T$.

Tilt in an image can be obtained from the eigen values of the second derivative matrix. The tilt of the plane is given by:

$$\tan 2\tau = 2G_{xy}/G_{xx} - G_{yy}$$

Where $\tau$ is the tilt and $G_{xy}$, $G_{xx}$ and $G_{yy}$ are second derivatives.

**IV. RESULTS AND DISCUSSION**

Step 1: Loading of MR Image: In this step the eye retina fundus image is uploaded.

Step 2: In this phase eye retina scan is loaded and then this will be converted into the gray scale image.
Step 3: This step defined about the introduction of noisy image. This image may confirm that the proposed technique is robust enough that it may be applied to the noisy images also.

Step 4: In this step the image is filtered and features may be extracted from it and all kinds of artifacts are removed as shown in the 4th segment.

Step 5: This step presented the segmented image after the noise removal.

Step 6: This step identified the fundus in the image of eye retina.
Related parameters:

1) **Accuracy**: Accuracy is how close a measurement is to the correct value for that measurement.

\[
\text{Accuracy} = \frac{\text{number of true positives} + \text{number of true negatives}}{\text{number of true positives} + \text{true negatives} + \text{false negatives} + \text{false positives}}
\]

![Fig 11: Accuracy for existing and proposed system](image1)

2) **Mean Square Error**

Mean Squared Error (MSE) or Mean Squared Deviation (MSD) of an estimator measures the average of the squares of the errors or deviations, that is, the difference between the estimator and what is estimated. MSE is a risk function, corresponding to the expected value of the squared error loss or quadratic loss. The difference occurs because of randomness or because the estimator doesn't account for information that could produce a more accurate estimate. The MSE is the second moment (about the origin) of the error, and thus incorporates both the variance of the estimator and its bias. For an unbiased estimator, the MSE is the variance of the estimator.

\[
\text{Formula: MSE} = \sum \frac{(Y_i - \hat{Y})^2}{n-p}
\]

![Fig 12: Mean Square Error for existing and proposed system](image2)

Fig 12 is representation of Mean Square Error. It is the ratio of noise in an image. From the image it is clear that the MSE is increased in the image as the noise is increased and the MSE in original image is least.

3) **Peak Signal to Noise Ratio**

Peak signal-to-noise ratio, often abbreviated PSNR, is an engineering term for the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. Because many signals have a very wide dynamic range, PSNR is usually expressed in terms of the logarithmic decibel scale. PSNR is an approximation to human perception of reconstruction quality. Although a higher PSNR generally indicates that the reconstruction is of higher quality, in some cases it may not. One has to be extremely careful with the range of validity of this metric; it is only conclusively valid when it is used to compare results from the same codec (or codec type) and same content.
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Fig 13: Peak Signal to Noise Ratio for existing and proposed technique

Fig 13 is peak signal to noise ratio in original image, gray scale image and of Filtered image. From the figure it is clear that the PSNR is least in the filtered image as the noise is less in case of filtered image as compare to other cases.

V. CONCLUSION

This paper presents techniques for distinguishing fundus from true retinal area in SLO images. In this work, we have proposed a novel framework for automatic detection of true retinal area in SLO images. We have used super pixels to represent different irregular regions in a compact way. Feature selection enables the most significant features to be selected and, thus, reduces computing cost too. A classifier has been built based on selected features to extract out the retina area. Experimental results show substantial improvements in the accuracy and the performance of fundus detection.
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